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Abstract—Most current reversible data hiding (RDH) techniques are designed for uncompressed images. However, JPEG images are more commonly used in our daily lives. Up to now, several RDH methods for JPEG images have been proposed, yet few of them investigated the adaptive data embedding as the lack of accurate measurement for the embedding distortion. To realize adaptive embedding and optimize the embedding performance, in this paper, a novel RDH scheme for JPEG images based on multiple histogram modification (MHM) and rate-distortion optimization is proposed. Firstly, with selected coefficients, the RDH for JPEG images is generalized into a MHM embedding framework. Then, by estimating the embedding distortion, the rate-distortion model is formulated, so that the expansion bins can be adaptively determined for different histograms and images. Finally, to optimize the embedding performance in real time, a greedy algorithm with low computation complexity is proposed to derive the nearly optimal embedding efficiently. Experiments show that the proposed method can yield better embedding performance compared with state-of-the-art methods in terms of both visual quality and file size preservation.
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I. INTRODUCTION

A special data hiding technique, reversible data hiding (RDH) has aroused much attentions in recent years. By RDH, not only the hidden data but also the original cover medium can be completely recovered by the authorized users [1]. Existing RDH methods are mainly designed for uncompressed images, and can be separated into four main categories: (1) compression based methods [2]–[4], (2) difference expansion based methods [5]–[9], (3) histogram shifting (HS) based methods [10]–[22], and (4) integer-to-integer transform based methods [23], [24]. However, up to now, for the most commonly used JPEG images, only a few RDH methods have been proposed. On the one hand, compared with the uncompressed format, JPEG converts the image from spatial domain into frequency domain and discards the high frequency information. The information of image is reduced, making it difficult to exploit the image redundancy for efficient RDH. On the other hand, prior knowledge about the uncompressed image fail to capture the effects of quantization and entropy encoding in JPEG, and therefore may not be useful for JPEG images RDH. Moreover, since the data embedding will generally increase the file size of the marked JPEG image, in addition to the conventional evaluation criterion, RDH for JPEG images also needs to consider the file size preservation. Keeping the increase of file size as little as possible after data embedding is an additional criterion to measure the embedding performance in this field.

As shown in Fig. 1, based on the compression process, existing RDH methods for JPEG images can be classified into three categories, i.e., the methods that modify the quantization table [25], [26], the methods that operate the bitstream [27]–[33], and the methods that modify DCT coefficients [22], [34]–[47].

For the first category, Fridrich et al. [25] firstly proposed to modify the quantization table for JPEG images RDH, in which some elements of the quantization table are divided by the integer 2 and the corresponding quantized DCT coefficients are simply multiplied by the same integer to make space for reversible embedding. Wang et al. [26] improved [25] by dividing some selected elements of quantization table with an integer larger than 2 so as to achieve a larger embedding capacity. Although this category of methods can well preserve the marked image quality, they also increase the file size significantly.

For the second category, Mobasseri et al. [27] used the JPEG stream to embed data by mapping the used variable length code (VLC) to an unused VLC, thus the file size of marked image is well preserved. This method was further improved by Qian and Zhang [28] and Hu et al. [29], where the unused codes have been fully exploited to design better mapping strategy, and higher embedding capacity is achieved. Moreover, in [30], Qian et al. developed a JPEG images RDH method in encrypted domain, in which the JPEG bitstream is encrypted into an organized structure, and the secret data is embedded into the encrypted bitstream by modifying the JPEG stream. Generally, this category of methods can well preserve the file size while ensure the image fidelity. However, the main drawback of these methods is that the embedding capacity is rather low.

The third category, which is the most popular approach, mainly concentrates in the modification of the quantized DCT coefficients. In [34], Fridrich et al. first proposed to lossless
compress the LSB plane of the quantized DCT coefficients so as to create space for reversible embedding. Chang et al. [35] proposed to modify the successive zero valued coefficients in the middle frequency and cut off the low frequency components as humans are more sensitive to the changes in these frequencies. Xuan et al. [36] proposed to apply the HS technique for JPEG images RDH, in which multiple pairs of expansion bins in the histogram of quantized DCT coefficients are utilized to embed data. Sakai et al. [37] improved Xuan et al.’s scheme by selecting the smooth $8 \times 8$ DCT blocks for data embedding, where the smoothness is evaluated by the fluctuation of the direct current (DC) coefficients in its neighboring blocks. Efimushkina et al. [38] proposed to select coefficients with small magnitudes for data embedding so as to introduce less distortion. In [40], Huang et al. proposed to use the alternating current (AC) coefficients valued 1 and −1 for expansion embedding while remain the zero valued AC coefficients unchanged to preserve the file size. Besides, a DCT block selection strategy is utilized to embed the smooth blocks preferentially. As an extension of Huang et al.’s work, Wedaj et al. [41] proposed to calculate the embedding efficiency for different DCT bands and then select the bands with higher efficiency to embed data. Similarly, Hou et al. [43] proposed to calculate the unit distortion for different DCT bands and then select bands with less unit distortion for data embedding. In [45], He et al. proposed to establish the negative influence models of image visual distortion and file size change for band selection. Moreover, the secret data is embedded into the AC coefficients in an ascending order of zero run length. In a recent work [46], Yin et al. proposed a multi-objective optimization strategy. They considered both the image quality and the file size increase. Compared with the previous works, the third category of methods provide larger embedding capacity, and can guarantee image quality as well as the file size preservation.

This paper addresses JPEG images RDH based on quantized DCT coefficients modification. Notice that, for most previous methods of this type, the expansion coefficients are determined by some empirical criteria without considering the image content. The methods with additional band and block selection generally yield better embedding performance. However, due to the lack of accurate estimation for the embedding distortion, the performance is still far from optimal. Then, to realize adaptive embedding and optimize the embedding performance, in this paper, the RDH for JPEG images is generalized into a multiple histograms modification (MHM) framework, and the rate-distortion model is formulated to adaptive determine the optimal expansion bins for different histograms. Firstly, the AC coefficients in each DCT band are counted to generate 63 histograms, and the MHM-based reversible embedding framework is established by modifying each histogram individually. Then, by estimating the embedding distortion, the corresponding rate-distortion model is formulated based on MHM. Finally, to optimize the embedding performance in real time, a greedy algorithm with low computation complexity is proposed to derive the nearly optimal embedding efficiently. Experimental results show that with a good file size preservation, the proposed method can achieve better visual quality compared to some state-of-the-art methods [40], [41], [43].

The remainder of the paper is organized as follows. Section II introduces two state-of-the-art methods on this issue. Section III presents the proposed method. The experimental results are discussed in Section IV, and the conclusions are given in Section V.

II. PRELIMINARY

In this section, two state-of-the-art JPEG images RDH methods [40] and [41] are reviewed. Firstly, as a preparation, the JPEG compression process is introduced as below.

As shown in Fig. 2, in JPEG compression, an uncompressed image is first divided into non-overlapping blocks of $8 \times 8$ pixels. Denote the blocks as $X_1, \ldots, X_N$, where $N$ is the total number of divided blocks. For a given block $X_k$, suppose that

$$X_k = \begin{bmatrix} x_{k,0} & x_{k,1} & \cdots & x_{k,28} \\ x_{k,2} & \cdots & \cdots & x_{k,42} \\ \vdots & \ddots & \ddots & \vdots \\ x_{k,35} & x_{k,36} & \cdots & x_{k,63} \end{bmatrix}$$

(1)

in which the 64 pixels are indexed in a zig-zag order for simplicity. In this way, each block $X_k$ is a vector with length 64. Then, DCT is applied to each block $X_k$, and correspondingly, the transformed block denoted $Y_k = (y_{k,i})_{i=0}^{63}$ is derived. Next, by a given quantization table $Q = (q_i)_{i=0}^{63}$, $Y_k$ is quantized to yield the quantized block $Z_k = (z_{k,i})_{i=0}^{63}$, i.e., for each $0 \leq i \leq 63$, the quantized coefficient $z_{k,i}$ is defined by

$$z_{k,i} = \left[ \frac{y_{k,i}}{q_i} \right]$$

(2)

where $[\cdot]$ is the round function. Here, $z_{k,0}$ is the DC coefficient, and $z_{k,i}$ for $i \in \{1, \ldots, 63\}$ are the AC coefficients. Finally, these quantized coefficients are encoded to obtain a compressed bitstream, and the JPEG file is generated.
Fig. 2. JPEG compression process.

For most JPEG images RDH methods including [40] and [41], the data embedding is conducted by modifying the AC coefficients while the DC coefficients are unchanged.

A. Huang et al.’s Method [40]

In Huang et al.’s method [40], the AC coefficients valued 1 and -1 in some selected smooth blocks are utilized for expansion embedding. First, for each block, the number of zero valued AC coefficients is counted as its smoothness for the k-th block is defined as

\[ T_k = \# \{ i : z_{k,i} = 0, 1 \leq i \leq 63 \} \tag{3} \]

where \# means the cardinality of a set. Then, based on the smoothness, the quantized blocks sequence \((Z_1, ..., Z_N)\) is sorted in descending order to generate a new sequence \((Z_{\alpha(1)}, ..., Z_{\alpha(N)})\), where \(\alpha : \{1, ..., N\} \rightarrow \{1, ..., N\}\) is the unique one-to-one mapping such that \(T_{\alpha(1)} \geq ... \geq T_{\alpha(N)}\), and \(\alpha(i) < \alpha(j)\) if \(T_{\alpha(i)} = T_{\alpha(j)}\) and \(i < j\). Finally, for a given \(p\), the AC coefficients in the first \(p\) blocks are modified to embed data, i.e., for each \(k \in \{\alpha(1), ..., \alpha(p)\}\) and \(i \in \{1, ..., 63\}\), \(z_{k,i}\) is modified to \(z^*_{k,i}\) as

\[
z^*_{k,i} = \begin{cases} 
  z_{k,i}, & \text{if } z_{k,i} = 0 \\
  z_{k,i} + m, & \text{if } z_{k,i} = 1 \\
  z_{k,i} - m, & \text{if } z_{k,i} = -1 \\
  z_{k,i} + 1, & \text{if } z_{k,i} > 1 \\
  z_{k,i} - 1, & \text{if } z_{k,i} < -1 
\end{cases} \tag{4}
\]

where \(m \in \{0, 1\}\) is a to-be-embedded bit. In this way, for the selected blocks, the AC coefficients valued 1 and -1 are expanded to carry data while the other non-zero ones are shifted to create the vacancy. As the zero valued AC coefficients remain unchanged after data embedding, the same \(T_k\) can be derived by both the encoder and decoder, and thus the reversibility is guaranteed. The modified quantized block is denoted as \(Z^*_k\) for each \(1 \leq k \leq N\). Notice that, in the above process, only the first \(p\) smooth blocks are used for data embedding, where the rough blocks with indices \(\alpha(p + 1), ..., \alpha(N)\) are unchanged. And, the selected block number \(p\) is determined as the smallest one that can provide sufficient embedding capacity.

For data extraction, the smoothness \(T_k\) of each block is calculated firstly. Then, for each smooth block \(Z^*_k\) with \(k \in \{\alpha(1), ..., \alpha(p)\}\), the modified AC coefficients are restored as

\[
z_{k,i} = \begin{cases} 
  0, & \text{if } z^*_{k,i} = 0 \\
  1, & \text{if } 1 \leq z^*_{k,i} \leq 2 \\
  -1, & \text{if } -2 \leq z^*_{k,i} \leq -1 \\
  z^*_{k,i} - 1, & \text{if } z^*_{k,i} > 2 \\
  z^*_{k,i} + 1, & \text{if } z^*_{k,i} < -2 
\end{cases} \tag{5}
\]

and the embedded data bits are extracted as

\[
m = \begin{cases} 
  0, & \text{if } |z_{k,i}| = 1 \\
  1, & \text{if } |z_{k,i}| = 2 
\end{cases} \tag{6}
\]

The DC coefficients and the rough blocks are unmodified during data embedding, they are recovered as themselves.

Experimental results reported in [40] have shown that this method outperforms the previous works such as [36] and [37] in terms of both visual quality and file size preservation.

Finally, we remark that, in the viewpoint of histogram modification, this method can be introduced equivalently based on HS. Actually, a histogram denoted \(h\) is defined as follows to count the occurrences of all AC coefficients in the selected smooth blocks, i.e., for each \(s \in \mathbb{Z}\),

\[
h(s) \triangleq \# \{(k, i) : z_{\alpha(s),i} = s, 1 \leq k \leq p, 1 \leq i \leq 63\}. \tag{7}
\]

Then, this histogram is modified in which the bins 1 and -1 are expanded to carry data, the bins larger than 1 or smaller than -1 are shifted to guarantee the reversibility, while the bin 0 is unchanged.

B. Wedaj et al.’s Method [41]

The embedding rule of Wedaj et al.’s method [41] is just the same as [40], i.e., using (4). However, for the selected blocks, instead of utilizing all the AC coefficients, the data embedding in [41] is restricted on some specific AC bands.

For this method, first, the quantized blocks sequence \((Z_1, ..., Z_N)\) is sorted into \((Z_{\alpha(1)}, ..., Z_{\alpha(N)})\) in the same way as [40]. Then, for each AC band \(i \in \{1, ..., 63\}\), the embedding efficiency denoted \(R_i\) is calculated as

\[
R_i = \frac{\sum_{k=1}^{N} E_{k,i}}{q^2 \sum_{k=1}^{N} (S_{k,i} + E_{k,i})} \tag{8}
\]

where \(E_{k,i} \in \{0, 1\}\) indicates whether the AC coefficient \(z_{k,i}\) is embeddable or not, i.e.,

\[
E_{k,i} = \begin{cases} 
  1, & \text{if } |z_{k,i}| = 1 \\
  0, & \text{if } |z_{k,i}| \neq 1 
\end{cases} \tag{9}
\]
and $S_{k,i} \in \{0, 1\}$ denotes whether $z_{k,i}$ is shiftable or not, i.e.,

$$S_{k,i} = \begin{cases} 1, & \text{if } |z_{k,i}| > 1 \\ 0, & \text{if } |z_{k,i}| \leq 1 \end{cases}. \quad (10)$$

By this definition, the numerator of $R_t$ represents the embedding capacity for the $i$-th AC band while the denominator represents the corresponding estimated embedding distortion, and larger $R_t$ means that less distortion will be introduced. Based on the values of $R_t$, all the AC bands are sorted in descending order to derive a new band sequence $(\beta(1), ..., \beta(63))$, where $\beta : \{1, ..., 63\} \rightarrow \{1, ..., 63\}$ is the unique one-to-one mapping such that $R_{\beta(1)} \geq ... \geq R_{\beta(63)}$, and $\beta(i) < \beta(j)$ if $R_{\beta(i)} = R_{\beta(j)}$ with $i < j$. Next, for given $p$ and $l$, the AC coefficients of blocks $\{Z_{a(1)}, ..., Z_{a(p)}\}$ in the bands $\{\beta(1), ..., \beta(l)\}$ are counted to generate a histogram $h_{p,l}$ defined as

$$h_{p,l}(s) = \#\{(k,i) : z_{a(k),\beta(i)} = s, 1 \leq k \leq p, 1 \leq i \leq l\}. \quad (11)$$

After that, for each $\ell \in \{1, ..., 63\}$, the selected block number $p$ is determined as the smallest value such that the histogram $h_{p,l}$ can provide sufficient embedding capacity. Then, the band number is determined as the one that lead to the lowest distortion, and the data embedding is finally conducted by modifying the histogram $h_{p,l}$ with selected $\ell$ and $p$. With the band selection strategy, less distortion is introduced in [41] compared with [40].

In this method, although the band selection strategy can provide embedding performance improvement, the performance is still far from optimal since there is no accurate estimate for the embedding distortion. Moreover, the expansion bins, i.e., 1 and $-1$, are just empirically determined without considering the image content. Then, to realize adaptive embedding and optimize the embedding performance, in this paper, the RDH for JPEG images is generalized into a MHM framework, and the rate-distortion model is formulated to adaptive determine the optimal expansion bins for different histograms. The details are given in the next section.

III. PROPOSED METHOD

The previous methods have not studied the optimal embedding for JPEG images RDH as the lack of embedding distortion estimation. To optimize the embedding performance, a MHM-based RDH scheme for JPEG images is proposed in this section. Firstly, a MHM-based reversible embedding framework is established, and the corresponding rate-distortion model is formulated. Then, to optimize the embedding performance in real time, a greedy algorithm with low computation complexity is proposed in Section III-B. Finally, the implementation details of the proposed scheme are presented in Section III-C.

A. MHM Framework for JPEG Images RDH

Using the notations introduced in Section II, for selected AC coefficients $\{z_{k,i} : k \in S_i\}$, where $S_i$ is a subset of $\{1, ..., N\}$, a histogram $h_i$ is defined for each $i \in \{1, ..., 63\}$, i.e.,

$$h_i(s) = \#\{k : z_{k,i} = s \mid k \in S_i\}. \quad (12)$$

In this way, $h_i$ counts the occurrences of AC coefficients in the $i$-th band. By this definition, 63 histograms are generated, and the data embedding is then conducted by modifying each histogram based on MHM. That is to say, for each $h_i$, one pair of bins $a_i < b_i$ is selected for expansion, in which the bins between $a_i$ and $b_i$ remain unchanged, and the bins smaller than $a_i$ or larger than $b_i$ are shifted for reversibility. Specifically, for each $k \in S_i$, the AC coefficient $z_{k,i}$ is modified to $z_{k,i}^*$ as

$$z_{k,i}^* = \begin{cases} z_{k,i}, & \text{if } a_i < z_{k,i} < b_i \\ z_{k,i} + m, & \text{if } z_{k,i} = b_i \\ z_{k,i} - m, & \text{if } z_{k,i} = a_i \\ z_{k,i} + 1, & \text{if } z_{k,i} > b_i \\ z_{k,i} - 1, & \text{if } z_{k,i} < a_i \end{cases} \quad (13)$$

where $m \in \{0, 1\}$ is a to-be-embedded bit. Here, the other AC coefficients $z_{k,i}$ with $k \notin S_i$ are unchanged. Accordingly, at the extraction side, for each $k \in S_i$, the marked AC coefficient $z_{k,i}^*$ can be restored as

$$z_{k,i} = \begin{cases} z_{k,i}^* + m, & \text{if } a_i < z_{k,i}^* \leq b_i \\ z_{k,i}^* - m, & \text{if } z_{k,i}^* > b_i \\ z_{k,i}^* + 1, & \text{if } z_{k,i}^* < a_i \end{cases} \quad (14)$$

and the embedded data can be extracted as $m = 0$ if $z_{k,i}^* \in \{a_i, b_i\}$ or $m = 1$ if $z_{k,i}^* \in (a_i - 1, b_i + 1)$.

Notice that, the previous methods [40] and [41] introduced in Section II are actually special cases of the above MHM-based embedding, in which the selected DCT blocks and expansion bins $(a_i, b_i)$ are as follows:

- For [40]: $S_i = \{\alpha(1), ..., \alpha(p)\}$ and $(a_i, b_i) = (-1, 1)$ for each $i \in \{1, ..., 63\}$.
- For [41]: $S_i = \{\alpha(1), ..., \alpha(p)\}$ for each $i \in \{1, ..., 63\}$, $(a_i, b_i) = (-1, 1)$ if $i \in \{\beta(1), ..., \beta(l)\}$, and $(a_i, b_i) = (-\infty, +\infty)$ if $i \notin \{\beta(1), ..., \beta(l)\}$.

Specifically, $(a_i, b_i) = (-\infty, +\infty)$ means that the histogram $h_i$ is unchanged in data embedding.

For the above MHM-based embedding, we now discuss the rate-distortion model, upon which the embedding capacity and distortion can be formulated. Clearly, the embedding capacity noted $EC$ can be calculated as

$$EC = \sum_{i=1}^{63} h_i(a_i) + h_i(b_i). \quad (15)$$

On the other hand, considering that the embedding distortion noted $ED$ measures the degradation in spatial domain, we first introduce some notations as follows. As shown in Fig. 3, after data embedding, $Z^*_k$ is multiplied by $Q$, point by point, to yield the quantized coefficients $Y^*_k = (y^*_{k,i})_{0 \leq i \leq 63}$. And then the inverse DCT (IDCT) is performed on $Y^*_k$ to obtain $X^*_k = (x^*_{k,i})_{0 \leq i \leq 63}$. Finally, $X^*_k$ is further rounded and truncated in the range of $[0, 255]$ to get $\tilde{X}_k = (\tilde{x}_{k,i})_{0 \leq i \leq 63}$. Therefore, $ED$ can be formulated as

$$ED = \sum_{k=1}^{N} \sum_{i=0}^{63} (\tilde{x}_{k,i} - x_{k,i})^2. \quad (16)$$

Notice that, between $x^*_{k,i}$ and $\tilde{x}_{k,i}$, there is a rounding and truncation operation. However, since the rounding error is very
Moreover, as \( y \leq 0 \) omitted here. For JPEG, the analysis is similar and the details are uncompressed format. When the cover image is in compressed form, the analysis is similar.

In addition, as \( Y \approx X \), we know that \( Y_k \approx \text{DCT}(X_k) \), then, \( Y_k^* \approx \text{DCT}(X_k^*) \). According to Parseval’s theorem, we know that

\[
\sum_{i=0}^{63} (x_{k,i}^* - x_{k,i})^2 = \sum_{i=0}^{63} (y_{k,i}^* - y_{k,i})^2. \tag{18}
\]

Moreover, as \( y_{k,i}^* = q_i z_{k,i}^* \) and \( y_{k,i} \approx q_i z_{k,i} \), we have

\[
\sum_{i=0}^{63} (y_{k,i}^* - y_{k,i})^2 \approx \sum_{i=0}^{63} q_i^2 (z_{k,i}^* - z_{k,i})^2. \tag{19}
\]

Combined (17)-(19) and the fact that the DC coefficients are unchanged in data embedding, we can obtain that

\[
ED \approx \sum_{k=1}^{N} \sum_{i=0}^{63} q_i^2 (z_{k,i}^* - z_{k,i})^2. \tag{20}
\]

That is to say,

\[
ED \approx \sum_{i=1}^{63} q_i^2 \left( \frac{1}{2} (h_i(a_i) + h_i(b_i)) + \sum_{s < a_i} h_i(s) + \sum_{s > b_i} h_i(s) \right). \tag{22}
\]

Therefore, based on (15) and (21), the rate-distortion optimization problem for payload-limited reversible embedding can be formulated as

\[
\minimize \sum_{i=1}^{63} ED_i \quad \text{subject to} \quad EC \geq P \tag{23}
\]

where \( P \) is the given payload and a parameter set \( \{(a_i, b_i) : 1 \leq i \leq 63\} \) is required to be determined.

Notice that, here we assume that the cover image is in uncompressed format. When the cover image is in compressed form with JPEG, the analysis is similar and the details are omitted here.

**B. Optimal Parameters Determination of MHM**

Based on (23), this subsection focus on the optimal parameters determination for MHM-based embedding.

Since the construction of the multiple histograms is completely different from the previous MHM [17], the parameters setting and determination here will be absolutely different. We first impose some constrains for the to-be-determined parameters \( \{(a_i, b_i) : 1 \leq i \leq 63\} \). Notice that, for JPEG images, high frequency AC coefficients are usually quantized by a large step, and the modification on these coefficients generally results in more distortion compared with other frequencies. Then, the histograms for high frequency AC coefficients will not be used in the proposed data embedding. Specifically, considering \( \Omega = \{36, ..., 63\} \) in the lower triangle of DCT block as high frequency AC bands, for each \( i \in \Omega \), we take

\[
(a_i, b_i) = (-\infty, +\infty). \tag{24}
\]

For histograms of low and middle frequency, take \( h_1, h_4, h_{12}, h_{24} \) of Lena image with quality factor (QF) of 90 as an example (see Fig. 4). As shown, the histograms obey a Laplacian-like distribution centred at 0 and decay rapidly to 0 from both sides. Then, considering the symmetry of these histograms, for each band \( i \in \{1, ..., 35\} \), we set

\[
a_i = -b_i \quad \text{and} \quad b_i \in \{1, ..., M - 1, +\infty\} \tag{25}
\]

where \( M \) is a parameter controlling the choices of expansion bins. Here, the bin 0 will not be taken for expansion embedding, since the modification of zero valued AC coefficients usually leads to a significantly file size increase as pointed in [40].

Therefore, the actual variables for the optimization problem (23) is \( (b_1, ..., b_{35}) \) containing 35 parameters. Note that, as \( M \) increases, the number of candidates for \( (b_1, ..., b_{35}) \) increases exponentially, and the exhaustive search utilized in the previous MHM [17] is no longer applicable to find the optimal solution. For example, when \( M = 6 \), the computational complexity by using exhaustive search is about
$O(2^{31})$. Then, to solve the optimization problem, a greedy algorithm with low computation complexity is proposed here to derive the nearly optimal parameters efficiently. The main idea of the proposed greedy algorithm is to divide the optimizing process into multiple iterations. For each iteration, instead of considering all 35 parameters, only two parameters are optimized to minimize $(\sum_{i=1}^{35} ED_i)/EC$ based on (23) while other parameters keep unchanged. For details, first of all, for each $h_i$ with $1 \leq i \leq 35$, initialize $b_i$ as 1 to maximize the embedding capacity. Then, for each $(i, j)$ with $1 \leq i < j \leq 35$, taking every choice of $(b_i, b_j)$ while keeping other parameters unchanged. In this way, only $C_{35}^2 M^2$ cases need to be tested at most. Among all these cases, take the best one noted $(b_1, ..., b_{35})$ that minimize $(\sum_{i=1}^{35} ED_i)/EC$ while meeting the capacity requirement. After that, update the parameters $(b_1, ..., b_{35})$ by $(b_1', ..., b_{35}')$, and one round iteration is completed. Repeat the above iterative process until the objective function $(\sum_{i=1}^{35} ED_i)/EC$ no longer reduces, and the nearly optimal parameters are finally obtained. For example, when $(b_1, ..., b_{35})$, the data embedding $T_{k,i}$ for the AC coefficient $z_{k,i}$ is finally set as

$$T_{k,i} = \lfloor a TF_i + (1-a)TB_k \rfloor$$

where $\lfloor \cdot \rfloor$ is the floor function, $0 \leq a \leq 1$ is a tunable parameter controlling the proportion of the two smoothness measurements. A large $T_{k,i}$ indicates that the coefficient is located in a smoother image region and should be used preferentially for data embedding.

The whole data embedding procedure of the proposed method is described as shown in Fig. 6. After determining all $T_{k,i}$ for $1 \leq k \leq N$ and $1 \leq i \leq 35$, a threshold $T \in \{0, ..., 63\}$ is set to select the smooth coefficients whose smoothness measurement is no less than $T$. Next, for each $k$, with the selected coefficients, solve the optimization problem (23) based on the proposed greedy algorithm, and compute the corresponding objective function $(\sum_{i=1}^{35} ED_i)/EC$. Finally, by testing every $T \in \{0, ..., 63\}$, the optimal $T$ is determined as the one that the corresponding objective function $(\sum_{i=1}^{35} ED_i)/EC$ is minimized while providing sufficient payload. In this way, with the determined $T$, the coefficients in different bands are selected and the corresponding parameters $(b_1, ..., b_{35})$ are derived as well. With the selected coefficients and the derived parameters $(b_1, ..., b_{35})$, the data embedding process is then conducted according to (13).

To ensure the lossless recovery, the parameters $(b_1, ..., b_{35})$ with $35 \log_2 M$ bits and the smoothness threshold $T$ with 6 bits should be taken as the side information, as well as the payload length (18 bits for a $512 \times 512$ image). The side information is totally $(35 \log_2 M + 24)$ bits and will be embedded into the 36th band (in zig-zag order) of the previous DCT blocks.
in order. Here, the data embedding for side information is processed just according to [40], i.e., only coefficients valued 1 and −1 are utilized for expansion.

For data extraction, firstly, with the obtained quantized DCT blocks from the decoder, the side information is extracted from the 36th band of the previous blocks in order. Then, $T_{k,i}$ for coefficients $z^k_{j,i}$ with $1 \leq k \leq N$ and $1 \leq i \leq 35$ are calculated in the same way as described above based on (28). Next, with the obtained $T_i$ ($b_1, ..., b_{35}$), and payload length, the marked AC coefficients $z^*_k,i$ are restored according to (14), and the embedded data can be extracted as $m = 0$ if $z^*_k,i \in \{a_i, b_i\}$ or $m = 1$ if $z^*_k,i \in \{a_i - 1, b_i + 1\}$. Finally, the recovered quantized DCT coefficients are entropy encoded to obtain the original image.

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

In this section, the proposed method is evaluated by comparing it with three state-of-the-art methods, including Huang et al.’s method [40], Wedaj et al.’s method [41] and Hou et al.’s method [43]. The test images used in the experiments (including Airplane, Baboon, Barbara, Boat, Elaine, Lake, Lena and Peppers images) are downloaded from the USC-SIPI database. The popular image database BOSSbase [49] is also utilized in our testing, 1,000 images randomly selected from this database are utilized. Two indicators, i.e., the visual quality and the file size preservation are taken into account for performance evaluation. The visual quality is measured by the PSNR value in dB, and the file size preservation is measured by the increased file size in bits. For the proposed method, the parameter $M$ controlling the choices of expansion bins is empirically taken as 6.

We first consider the impact of different values of parameter $a$ to the embedding performance. Take those eight classical images with QF = 70 by embedding 10,000 bits for example. Fig. 7 shows the performance comparison with different $a$, where y-axes represent the average PSNR value and x-axes represent the average increased file size. Notice that, $a = 0$ means that only the block smoothness is considered while $a = 1$ means that only the band smoothness is considered. Also, for different $a$, the obtained results may be slightly different, but roughly the same trend. It can be observed that as $a$ getting large, the increased file size for the marked image is getting smaller, and the least increased file size is obtained when $a = 0.3$ and $a = 0.5$. This is mainly because that as $a$ increases, the consideration of the band smoothness $TF_i$ increases. Correspondingly, when $a$ grows larger than 0.5, the consideration of the band smoothness $TF_i$ keeps increasing but the consideration of the block smoothness $TB_i$ decreases. Therefore, when $a$ grows larger than 0.5, the file size preservation gets worse and finally makes the largest increased file size for $a = 1$. In terms of the visual quality, the impact to the PSNR values is slight for $0 \leq a \leq 0.4$. However, when $a \geq 0.5$, the PSNR value decreases significantly with the increase of $a$. Then, considering both the PSNR and increased file size, in the following experimental comparison, we take $a = 0.3$ for the coefficient smoothness measurement based on (28).

Moreover, to illustrate the nearly optimal parameters determination process, the determined parameters $(b_1, ..., b_{35})$ for different images with QF = 80 by embedding 10,000 bits are presented in Fig. 8. Here, different parameters are demonstrated in a DCT block with different colors. Among all these parameters, the value 1 accounts for the most proportion, and it is more probable to select 1 for the smooth image like Airplane image. Meanwhile, the values 4 and 5 are rarely selected compared to the other values, since they usually account for much less in the generated histograms. As for the different histograms, in the middle frequency histograms like $\{h_3, ..., h_{20}\}$, the parameters are usually selected as value 1 while values 2 and 3 are more often be taken in the other histograms. For the unmodified parameter, i.e., $+\infty$.
Fig. 8. Determined parameters \((b_1, \ldots, b_{35})\) for different images with \(QF = 80\) by embedding 10,000 bits.

labeled in green, it is more likely to be selected in some specific histograms, like \(h_{14}\) and \(h_{15}\), which tend to be less concentrated compared with other histograms. The variation of parameters selection with different image contents also confirms the adaptive expansion bins selection of our method, and the specific comparisons with the state-of-the-art methods \([40], [41], [43]\) are given as below.

A. Visual Quality

The proposed method is compared with \([40], [41], [43]\) on the eight classical images with \(QF = 70, 80,\) and \(90\) firstly. The obtained PSNR values for the embedding capacity of 6,000, 9,000, 12,000, and 15,000 bits with different images for these four methods are listed in Table I, where the text in bold indicates the highest PSNR value of the four methods in the same case. It can be seen that our method achieves the highest PSNR whatever the image, quality, or capacity is, and the improvement is somewhat significant. For example, for the image Lake with \(QF = 90\), our average increase of PSNR for different capacities is about 2.57, 2.77, 2.14 dB compared with \([40], [41]\) and \([43]\) respectively. Notice that, in some cases, Hou et al.’s method is nearly consistent with our method. For example, for the image Airplane with \(QF = 70\) by embedding 9,000 bits, and \(QF = 90\) by embedding 9,000 bits, the PSNR of \([43]\) is the same as or only 0.01 dB lower than ours. However, the improvement of our method is still significant in most cases, and the average PSNR gain of the proposed method is 0.33, 0.51 and 1.09 dB for those eight images with \(QF = 70, 80,\) and \(90\) by embedding 15,000 bits, respectively. Furthermore, to verify the superiority of our method for various images, we test the proposed method and these three methods \([40], [41], [43]\) on database \([49]\) with 1,000 images. The evaluations for the 1,000 images with \(QF = 70, 80,\) and \(90\) are shown in Fig. 9, where \(x\)-axes represent the embedding capacity and \(y\)-axes represent the average PSNR value. It can be observed that the proposed method outperforms \([40], [41], [43]\) in all these cases. The reasons of our advantages are mainly about two aspects: one is that the multiple histograms are generated considering the coefficient smoothness, and another one is that the rate-distortion model is formulated for adaptive embedding.

B. File Size Preservation

The file size increase is also an important criterion for JPEG images RDH, and a better JPEG images RDH scheme should preserve this property as much as possible. The file size increases of our method and \([40], [41], [43]\) for these eight images are given in Table II, where the text in bold indicates the lowest file size increase of the four methods in the same cases. Besides, the comparisons of the average file size increase for 1,000 images randomly selected from database \([49]\) with \(QF = 70, 80, 90\) are shown in Fig. 10.

It can be observed that the proposed method can preserve the file size better by yielding less file size increase than all these three methods for most cases, especially for high embedding capacities. This is mainly because that in our method, the coefficient selection scheme tends to select coefficients located in a smoother image region first for data embedding, in which case the selected coefficients are more likely to have with smaller zero-run-lengths. As noted in \([32]\) and \([42]\), embedding data into the coefficients with smaller zero-run-lengths from the blocks with fewer zero-run-value pairs can result in smaller file size increment. Besides, in our scheme, the coefficients in the high frequency are not modified at all. As mentioned above, the coefficients in high frequency are usually quantized by a large step, and many zero valued coefficients are derived to facilitate the run-length coding. Since the file size depends on the entropy encoding, in general, the more successive zero valued coefficients, the higher compression ratio can be achieved. Therefore, modify the high frequency coefficients usually result in an obvious size increase, and it is recommended to leave these high frequency coefficients unmodified for the file size preservation.

All in all, the proposed method achieves better embedding performance compared with these three methods considering both the visual quality and file size preservation.

V. Conclusion

In this paper, a novel RDH scheme for JPEG images based on MHM and rate-distortion optimization is proposed. There are three main contributions in the proposed method. First, different with previous methods, we generalize the HS-based RDH for JPEG images into a MHM embedding framework, where different histograms can be modified differently so as to make a better embedding performance. Second, a rate-distortion model which can accurately estimate the degradation on the marked JPEG image is formulated, and the expansion bins for different histograms can be adaptively determined. Third, instead of using the exhaustive search, a greedy algorithm is designed to derive the nearly optimal solution with low computation complexity. With a good file size preservation, experimental results verify that the proposed method is superior to the state-of-the-art RDH methods \([40], [41],\)
### TABLE I
Comparison of PSNR values in dB for different image sizes with different quality factors for the proposed method and three state-of-the-art methods [40], [41], [43]. The text in bold indicates the highest PSNR value of the four methods in the same case.

<table>
<thead>
<tr>
<th>Image</th>
<th>Method</th>
<th>Embedding capacity (bits) with QF=70</th>
<th>Embedding capacity (bits) with QF=80</th>
<th>Embedding capacity (bits) with QF=90</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>6000 9000 12000 15000 20000</td>
<td>6000 9000 12000 15000 20000</td>
<td>6000 9000 12000 15000 20000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10000 15000 20000 25000 30000</td>
<td>10000 15000 20000 25000 30000</td>
<td>10000 15000 20000 25000 30000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15000 20000 25000 30000 35000</td>
<td>15000 20000 25000 30000 35000</td>
<td>15000 20000 25000 30000 35000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20000 25000 30000 35000 40000</td>
<td>20000 25000 30000 35000 40000</td>
<td>20000 25000 30000 35000 40000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>25000 30000 35000 40000 45000</td>
<td>25000 30000 35000 40000 45000</td>
<td>25000 30000 35000 40000 45000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30000 35000 40000 45000 50000</td>
<td>30000 35000 40000 45000 50000</td>
<td>30000 35000 40000 45000 50000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>35000 40000 45000 50000 55000</td>
<td>35000 40000 45000 50000 55000</td>
<td>35000 40000 45000 50000 55000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>40000 45000 50000 55000 60000</td>
<td>40000 45000 50000 55000 60000</td>
<td>40000 45000 50000 55000 60000</td>
</tr>
</tbody>
</table>

Fig. 9. Average PSNR values corresponding to different embedding capacities for the proposed method and three state-of-the-art methods [40], [41], [43].

Fig. 10. Average increased file sizes corresponding to different embedding capacities for the proposed method and three state-of-the-art methods [40], [41], [43].
<table>
<thead>
<tr>
<th>Image Method</th>
<th>Embedding capacity (bits) with QF=70</th>
<th>Embedding capacity (bits) with QF=80</th>
<th>Embedding capacity (bits) with QF=90</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Airplane</strong></td>
<td>6,880 10,576 13,968 17,296 6,992 10,208 13,352 16,856 8,336 12,264 15,088 18,208</td>
<td>6,884 11,640 16,048 18,040 7,448 11,504 15,776 20,512 8,328 13,232 19,040 22,344</td>
<td>6,848 10,416 13,896 16,912 6,648 9,336 13,160 17,000 8,416 12,016 14,592 17,944</td>
</tr>
<tr>
<td>Ours</td>
<td>6,344 10,248 13,648 16,432 6,328 10,240 13,224 16,576 7,776 12,088 14,560 17,488</td>
<td>6,344 10,248 13,648 16,432 6,328 10,240 13,224 16,576 7,776 12,088 14,560 17,488</td>
<td>6,344 10,248 13,648 16,432 6,328 10,240 13,224 16,576 7,776 12,088 14,560 17,488</td>
</tr>
<tr>
<td><strong>Baboon</strong></td>
<td>7,528 10,840 15,242 19,240 7,728 12,256 15,384 18,976 8,800 13,204 16,984 21,088</td>
<td>7,528 10,840 15,242 19,240 7,728 12,256 15,384 18,976 8,800 13,204 16,984 21,088</td>
<td>7,528 10,840 15,242 19,240 7,728 12,256 15,384 18,976 8,800 13,204 16,984 21,088</td>
</tr>
<tr>
<td><strong>Barbara</strong></td>
<td>7,264 11,072 15,112 19,272 7,552 12,156 16,216 19,088 8,728 12,480 16,792 21,160</td>
<td>7,264 11,072 15,112 19,272 7,552 12,156 16,216 19,088 8,728 12,480 16,792 21,160</td>
<td>7,264 11,072 15,112 19,272 7,552 12,156 16,216 19,088 8,728 12,480 16,792 21,160</td>
</tr>
<tr>
<td>Ours</td>
<td>6,448 10,164 14,342 19,040 6,816 10,504 15,008 18,688 8,600 13,680 16,880 20,200</td>
<td>6,448 10,164 14,342 19,040 6,816 10,504 15,008 18,688 8,600 13,680 16,880 20,200</td>
<td>6,448 10,164 14,342 19,040 6,816 10,504 15,008 18,688 8,600 13,680 16,880 20,200</td>
</tr>
</tbody>
</table>

In terms of capacity-distortion performance. However, one drawback the proposed method is its capacity limitation, since there are only one pair of expansion bins is used in data embedding. Then, to increase the embedding capacity, a possible direction for the future work is to extend MHH to multiple pairs of expansion bins. In addition, incorporating more reasonable smoothness measurement into our method is also a topic worthy of investigation in the future study.
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