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a b s t r a c t 

As an efficient technique for high-dimensional reversible data hiding (RDH), pairwise prediction-error 

expansion (pairwise PEE) has achieved better performance comparing with the conventional PEE. With 

pairwise PEE, the correlations among prediction-errors are well utilized by modifying the generated two- 

dimensional prediction-error histogram (2D-PEH). However, its performance can be further improved 

since the histogram modification manner (i.e., the employed modification mapping) of pairwise PEE 

is fixed and independent of image content. To better utilize image redundancy, instead of embedding 

data based on an empirically designed modification mapping, a content dependent pairwise embedding 

scheme is proposed in this paper. Based on a specific division of 2D-PEH, the expansion bins selection is 

formulated as an optimal path determination problem, and the histogram modification mapping is adap- 

tively determined by taking the optimal expansion bins. To reduce the computation cost, a dynamic pro- 

gramming algorithm is proposed to solve the optimization problem with low computational complexity. 

Moreover, by combining the proposed optimal expansion path with the existing one-dimensional adap- 

tive embedding mechanism, the embedding performance can be further enhanced. The proposed method 

performs well and its superiority is experimentally verified comparing with pairwise PEE and some other 

state-of-the-art methods. 

© 2019 Elsevier B.V. All rights reserved. 
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1. Introduction 

In most data hiding methods, only the secret message can be

extracted, but the cover data is destroyed permanently. On the

contrary, reversible data hiding (RDH) is a special kind of infor-

mation hiding technique to ensure the lossless recovery of the em-

bedded message and the original cover data as well [1] . RDH is

particularly important in some specific application scenarios where

the recovery of the cover data is demanded. 

The first RDH algorithm was proposed by Barton in 1997

[2] , which provides an authentication method and the embedded

data is used to verify the authenticity of the original data. After

that, various types of RDH approaches have been proposed, like

difference expansion (DE) [3–6] , histogram shifting (HS) [7–11] ,

prediction-error expansion (PEE) [12–24] , and integer-to-integer

transform [25–30] , etc. Among these approaches, PEE is the most
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opular one due to its superior performance in capacity-distortion

ontrol. 

For PEE, its data embedding consists of two basic steps in-

luding histogram generation and histogram modification. For his-

ogram generation, many algorithms have been proposed aim to

esign an advanced predictor to generate a shaper prediction-error

istogram (PEH). In [4,5,8] , a content adaptive predictor named

edian edge detector (MED) is utilized to determine the prediction

alue for each pixel. The prediction context of MED is composed

f the left, top, and top right pixels of current pixel. In [15,31] ,

he gradient adjusted predictor (GAP), which is computed based

n gradient variations of the seven neighboring pixels, is adopted

o estimate the pixel value. In [12] , the rhombus predictor is first

tilized to generate a concentred distributed PEH. By this predictor,

ach pixel is predicted by its four nearest neighbors. Meanwhile,

he double-layered embedding mechanism is utilized to guarantee

he reversibility. Besides, a sorting strategy is also adopted in this

ethod in which the prediction-errors are sorted according to its

ariance and then embedded in order. In [20] , Dragoi and Coltuc

ropose calculating a distinct least square (LS) predictor based on

 local block for each pixel. A specific feature of this method is

hat the same prediction values can be recovered in data extrac-
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ion process without embedding any additional information. More-

ver, recently, to better exploit the correlations among prediction-

rrors, some RDH methods based on 2D-PEH are also proposed.

n [19] , Ou et al. propose a 2D-PEH modification based scheme

alled pairwise PEE. In this method, the 2D-PEH is generated by

ransforming every two adjacent prediction-errors into a pair, and

he reversible data embedding is based on an empirically designed

odification mapping. Compared with 1D-PEH modification based

ethods such as [12,15,32,33] , the performance improvement by

airwise PEE is significantly. In [22] , Dragoi and Coltuc propose

nly jointing prediction-errors with a specific category into pairs,

hile other prediction-errors remain unchanged or shifted to guar-

ntee the reversibly. 

On the other hand, for the histogram modification of PEE, many

daptive mechanisms have been exploited as well. In [34] , for a

iven payload, Xuan et al. propose selecting the best threshold as

ell as the most suitable embedding region to minimize the em-

edding distortion. In [28] , Wang et al. propose calculating the

mbedding distortion for each possible choice of expansion bins,

nd then select the optimal one that minimize the embedding dis-

ortion. In [17] , multiple pairs of histogram bins are selected for

xpansion based on the efficiency of modifying each histogram

in pair, where the efficiency is defined as the increasing em-

edded bits for each decrease of PSNR value. In [35] , Coatrieux

t al. propose utilizing a classification process to employ HS in one

art of image pixels, while the other part is adopted the dynamic

EH modification mechanism. In [21] , instead of a single PEH, Li

t al. propose generating a sequence of histograms with different

omplexity levels, and the expansion bins are adaptively selected

or each generated histogram. In a recent work [23] , Wang et al.

ropose formulating multiple HS as a rate-distortion optimization

roblem, and the proper peak and zero bin pairs are determined

y employing the genetic algorithm. 

Generally, the 2D-PEH based PEE embedding schemes perform

etter than those based on 1D-PEH. However, its performance can

e further improved since its data embedding is based on an em-

irically designed modification mapping without considering im-

ge contents. In this paper, as an extension of pairwise PEE [19] ,

 novel RDH scheme based on 2D-PEH modification is proposed.

irst, the 2D-PEH is divided into specific regions. Then, the ex-

ansion bins selection in the divided region is formulated as an

ptimal path searching problem, and a dynamic programming al-

orithm is proposed to solve the optimization problem. Finally,

y combining the proposed optimal expansion path with the 1D-

EH adaptive embedding mechanism introduced in [28] , the 2D-

EH modification mapping can be adaptively determined to opti-

ize the embedding performance. Experimental results show that

he proposed method outperforms some existing schemes such as

12,19,23] . 

The rest of the paper is organized as follows. In Section 2 , the

onventional PEE and pairwise PEE are briefly reviewed, and fol-

owed by the proposed scheme based on 2D-PEH modification in

ection 3 . The experimental results are reported in Section 4 . The

onclusions are summarized in Section 5 . 

. Related works 

In this section, as a preparation, we introduce the conventional

EE and its extension called pairwise PEE proposed by Ou et al.

19] . For clarity, only the main steps of data embedding of these

wo methods are presented. 

.1. Conventional PEE 

The PEE embedding mainly contains two steps including PEH

eneration and PEH modification. 
Assume that the cover image contains N pixels. For PEH gen-

ration, first, for each pixel x i of the cover image, calculate its

rediction-error by 

 i = x i − ̂ x i (1) 

here ̂ x i is the prediction of x i by utilizing a specific prediction

ethod. Then, count the occurrences of prediction-errors and gen-

rate the PEH defined as 

f (k ) = � { 1 ≤ i ≤ N : e i = k } (2)

here � denotes the cardinal number of a set. For PEH modifica-

ion, according to the generated PEH, some bins are selected for

xpansion embedding while some others are shifted to create va-

ancies. A commonly used PEH modification method is to take

ome highest bins for expansion, since the generated PEH is usu-

lly a Laplacian-like distribution centered at 0, and the highest bins

re located around the origin. That is to say, for each prediction-

rror e i , the marked prediction-error denoted as ̂ e i , is defined by

 

 i = 

{ 

2 e i + m , if e i ∈ [ −T , T ) 
e i + T , if e i ∈ [ T , + ∞ ) 
e i − T , if e i ∈ (−∞ , −T ) 

(3) 

here m ∈ {0, 1} is a to-be-embedded data bit, and T is a capacity-

ependent integer-valued parameter. The embedding capacity in-

reases for increasing T , while the embedding distortion increases

s well, so T is usually set to be the smallest positive integer such

hat the required embedding capacity is satisfied. For T = 1 , based

n a modification mapping, we show in the upper figure of Fig. 1

n illustration for the embedding rule of conventional PEE. In this

ase, the bins 0 and −1 are expanded, while the others are sim-

ly shifted. For the modification mapping, the dots represent the

rediction-errors, the red and green arrows show the expansion

nd shift directions, respectively. 

Moreover, instead of using highest bins for expansion, the ex-

ansion bins can be adaptively determined to minimize the em-

edding distortion while provide sufficient embedding capacity

28] . For example, for the case of low capacity, instead of −1 and

, any integer pair ( a, b ) satisfying a < b can be used as expansion

ins. In this situation, the prediction-error e i is modified as 

 

 i = 

⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ 

e i + m , if e i = b 
e i − m , if e i = a 
e i , if a < e i < b 
e i + 1 , if e i > b 
e i − 1 , if e i < a 

. (4) 

y this method, a specific feature is that the bins between a and

 remain unchanged. Then, the embedding capacity and distortion

an be formulated based on (4) , and ( a, b ) can be adaptively se-

ected to optimize the embedding performance. An illustration for

his adaptive embedding rule with (a, b) = (−3 , 2) is shown in the

ower figure of Fig. 1 . 

.2. Pairwise PEE 

To better exploit image redundancy, instead of utilizing

rediction-errors individually, Ou et al. proposed to consider every

wo adjacent prediction-errors jointly to generate a 2D-PEH, and

hen modify the 2D-PEH for data embedding [19] . This method is

alled pairwise PEE. For its data embedding, the prediction-error

equence (e 1 , . . . , e N ) is first transformed into (e 1 , . . . , e N/ 2 ) , where

 i = (e 2 i −1 , e 2 i ) denotes a prediction-error pair. Then, the 2D-PEH is

enerated by counting the occurrences of prediction-error pairs as

f (k 1 , k 2 ) = � { 1 ≤ i ≤ N/ 2 : e 2 i −1 = k 1 , e 2 i = k 2 } . (5)

s described in [19] , the conventional PEE can be conducted in

n equivalent way by modifying 2D-PEH. The corresponding 2D
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Fig. 1. 1D-PEH based embedding. Modification mappings for the conventional PEE with T = 1 (upper), and for the adaptive embedding introduced in (4) with (a, b) = (−3 , 2) 

(lower). 

Fig. 2. 2D-PEH based embedding. Modification mappings for the conventional PEE with T = 1 (left), and for the adaptive PEE embedding introduced in (4) with (a, b) = 

(−3 , 2) (right). 

Fig. 3. Modification mappings for pairwise PEE (left) and the pairwise PEE applied to the adaptive PEE embedding (right). 
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modification mapping for conventional PEE with T = 1 is shown

in the left figure of Fig. 2 . Here, similar to Fig. 1 , the dots rep-

resent prediction-error pairs, the red and green arrows show the

expansion and shift directions, respectively. Moreover, the adap-

tive PEE embedding introduced in (4) can also be conducted based

on 2D-PEH modification. The corresponding mapping for (4) with

(a, b) = (−3 , 2) is shown in the right figure of Fig. 2 . In particu-

lar, the four points (0,0), (0,1), (1,0) and (1,1) remain unchanged in

this mapping. For clarity, only the first quadrant of these modifi-

cation mappings are plotted in Fig 2 . One can compare Fig. 1 with

Fig. 2 for a better understanding, they are exactly the same for data

embedding. 

Based on 2D-PEH, there are actually various histogram modifi-

cation strategies. The idea of pairwise PEE [19] is to expand or shift

bins in a less distorted direction as much as possible. Its modifica-

tion rule is presented in the left figure of Fig. 3 . For conventional

PEE with T = 1 as illustrated in the left figure of Fig. 2 , the pair

(0,0) is expanded to (0,0), (0,1), (1,0) and (1,1) to embed 2 bits.

However, for pairwise PEE, to reduce the embedding distortion, the
irections with high distortion, e.g., mapping (0,0) to (1,1) is dis-

arded, and the pair (0,0) is only expanded to three pairs (0,0),

0,1) and (1,0) to embed log 2 3 bits. In addition, by pairwise PEE,

he pair (1,1) is expanded to (1,1) and (2,2) to embed 1 bit, while

t is only shifted to (2,2) in conventional PEE. Clearly, the idea of

airwise PEE can be directly applied to the adaptive PEE embed-

ing shown in the right figure of Fig. 2 . That is to say, mapping

2,2) to (3,3) can be discarded as well, and (2,2) will be expanded

o three pairs (2,2), (2,3) and (3,2) to embed log 2 3 bits. The corre-

ponding mapping is presented in the right figure of Fig. 3 . 

Experimental results reported in [19] show that pairwise PEE

utperforms significantly the conventional PEE. For example, com-

ared with the conventional PEE [12] utilizing the same predictor

s [19] , for the 512 × 512 sized gray-scale image Lena with an em-

edding capacity of 10,0 0 0 bits, the PSNR can be increased from

8.22 dB to 59.75 dB by pairwise PEE. However, although efficient,

ts performance is still unsatisfactory since only a fixed histogram

odification manner (see the left figure of Fig. 3 ) is utilized with-

ut considering the image content and the generated 2D-PEH. Ac-
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Fig. 4. 2D-PEH division (left) and the transformed coordinates of the lower-right triangle region (right). 
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ually, pairwise PEE is based on an empirically designed modifica-

ion mapping while it can be extended with further investigation.

hen, to better utilize the image redundancy and obtain optimized

mbedding performance, we propose an improved RDH scheme

ased on 2D-PEH modification with a flexible modification map-

ing design. The details will be given later in the next section. 

. Proposed scheme 

In this section, a novel RDH scheme based on 2D-PEH modifica-

ion is presented. First, the 2D-PEH is divided into specific regions.

hen, the expansion bins selection in the divided 2D-PEH region is

ormulated as an optimal path searching problem. Finally, combine

he adaptive PEE embedding [28] with the proposed optimal ex-

ansion path, the modification mapping is adaptively determined.

he reversible embedding is then conducted according to the ob-

ained modification mapping. 

.1. 2D-PEH Division 

Notice that, as shown in the left figure of Fig. 4 , each quarter of

D-PEH can be divided into three regions, including two triangu-

ar regions (a upper one and a lower one) and one diagonal region.

hen, keep the mapping of pairwise PEE in the diagonal region un-

hanged, we further convert each triangle region into a rectangu-

ar by coordinate transformation. For illustration, the transforma-

ion for the lower triangle region is presented in the right figure of

ig. 4 . Specifically, for each ( x, y ) in this region, it is transformed to

 x ′ , y ′ ) as 

x ′ = x − y − 1 

y ′ = y 
(6) 

.g., the pair A = (3 , 2) in the lower triangle region is transformed

s B = (0 , 2) by (6) . As the transformation for other triangular re-

ions are similar to the above example, for brevity, we only de-

cribe the embedding details for the lower triangle region of the

rst quadrant. 

By this transformation, the mapping direction of rightward re-

ains unchanged, while the mapping direction to the upper-right

s converted to upward. Then, the expansion bins for pairwise PEE

an be described as a path consisting of pairs ( k , 0) of the rectan-

le region with each k ≥ 0, in which the pairs on the path are ex-

anded to embed data while the pairs upon the path are shifted.

ore specifically, each pair on the path is expended to right or

p to embed 1 bit, and each pair upon the path is shifted to its

pper neighbor. Based on this viewpoint, actually, any path in the

ectangle region starting at (0,0) can derive a reversible embed-

ing scheme, if any pair in the path is the right or upper neighbor

f its former in the path. In fact, with such a path, the modifica-

ion mapping can be defined as follows, any pair ( x, y ) on the path
s expanded to (x + 1 , y ) and (x, y + 1) , any pair ( x, y ) upon the

ath is shifted to (x, y + 1) , and any pair ( x, y ) below the path is

hifted to (x + 1 , y ) . With this mapping, for any pair in the rect-

ngle region except (0,0), there is only one mapping direction to

t (i.e., there is only one pair which is mapped to it), which guar-

ntees the reversibility. For example, Fig. 5 presents one expansion

ath and its corresponding modification mapping. Thereby, from

ll these paths in the rectangle region, we can select the optimal

ne that minimize the embedding distortion. 

.2. Optimal expansion path 

We now analyze the capacity-distortion model for the re-

ersible embedding derived from a given path in the rectangle re-

ion. For clarity, a path is denoted as P , and the sets of pairs upon

nd below this path are denoted as u ( P ) and b ( P ), respectively.

hen, the embedding capacity can be written as 

C = 

∑ 

x ∈ P 
f (x ) (7) 

here f counts the occurrences of the 2D-PEH. Moreover, since

apping up and right in the rectangle region correspond mapping

p-right and right in the original 2D-PEH, the distortion for map-

ing up and right is 2 and 1, respectively. As a result, the embed-

ing distortion in terms of l 2 -error is 

D = 2 

∑ 

x ∈ u (P) 

f (x ) + 1 . 5 

∑ 

x ∈ P 
f (x ) + 

∑ 

x ∈ b(P) 

f (x ) . (8)

n the other hand, as the sum of f ( x ) in the rectangle region is a

xed value (denoted as M ), we have 

D = 2 M − 0 . 5 

∑ 

x ∈ P 
f (x ) −

∑ 

x ∈ b(P) 

f (x ) . (9)

hen, based on (7) and (9) , for a required embedding capacity p

n the rectangle region, to minimize the embedding distortion, one

hould derive the optimal embedding by taking a path P which is

he solution of the following optimization problem 

maximize D(P) � 

∑ 

x ∈ P f(x) + 2 

∑ 

x ∈ b(P) f(x) 

subject to 

∑ 

x ∈ P f (x ) ≥ p. 
(10) 

hat is to say, we want to find a path P such that it can provide

ufficient payload p while maximizing D ( P ). Notice that, for pair-

ise PEE, the corresponding path (denoted as ̃  P ) consisting of pairs

 k , 0) for k ≥ 0. Then, D (P ) ≥ D ( ̃  P ) holds for any path P , since each

 k , 0) belongs to the set P ∪ b ( P ) while its weight in D ( ̃  P ) is just 1.

o the path 

˜ P is the worst one among all paths in the rectangle re-

ion. As a result, better embedding result can be derived by taking

he optimal path based on (10) . 

In (10) , the path P is starting at (0,0) with infinite length. How-

ver, as the 2D-PEH is concentrated on (0,0), i.e., the most high-

st bins are located around the origin. We then restrict that the
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Fig. 5. A path noted in red in the rectangle region (left) and its corresponding modification mapping (right). (For interpretation of the references to colour in this figure 

legend, the reader is referred to the web version of this article.) 

Fig. 6. A path P n,m with n = 7 and m = 7 . 
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(n + m + 1) th pair ( x, y ) in the path is ( n, m ), while for the k th pair

( x, y ) in the path, y = m holds for each k > n + m + 1 . That is, from

the (n + m + 2) th pair, it is always the right neighbor of its former.

Here, n and m are two predetermined parameters. With this re-

striction, the optimization problem (10) is simplified in which the

to-be-determined optimal path has finite length. More specifically,

denote P n,m 

as a path stating at (0,0) and ending at ( n, m ). Then,

for given n and m , the optimization problem (10) can be rewritten

as {
maximize D(P n , m 

) � 

∑ 

x ∈ P n , m f(x) + 2 

∑ 

x ∈ b(P n , m ) 
f(x) 

subject to 

∑ 

x ∈ P n,m 
f (x ) ≥ q. 

(11)

Here, q is a given capacity and b ( P n,m 

) is the set of pairs below

the path P n,m 

. For example, Fig. 6 presents a path with n = 7 and

m = 7 , where b ( P n,m 

) is the set consisting of all blue points. 

We then describe how to solve (11) . Instead of exhaustive

searching all the paths which is time-consuming, we propose a

dynamic programming algorithm. Notice that, for a path P n,m 

, the

last point is ( n, m ) and its former is either (n − 1 , m ) or (n, m − 1) .

Then, obviously, the solution of (11) can be obtained by solving the

following two problems {
maximize D(P n −1 , m 

) 
subject to 

∑ 

x ∈ P n −1 ,m 
f (x ) ≥ q − f (n, m ) 

(12)
nd 

maximize D(P n , m −1 ) 
subject to 

∑ 

x ∈ P n,m −1 
f (x ) ≥ q − f (n, m ) . 

(13)

hat is to say, by denoting the solution of (11) as P ∗n,m 

(q ) ,

t can be determined by P ∗
n −1 ,m 

(q − f (n, m )) and P ∗
n,m −1 

(q −
f (n, m )) . Similarity, P ∗

n −1 ,m 

(q − f (n, m )) can be determined by

 

∗
n −2 ,m 

(q − f (n, m ) − f (n − 1 , m )) and P ∗n −1 ,m −1 (q − f (n, m ) − f (n −
 , m )) , and P ∗

n,m −1 
(q − f (n, m )) can be determined by P ∗

n −1 ,m −1 
(q −

f (n, m ) − f (n, m − 1)) and P ∗
n,m −2 

(q − f (n, m ) − f (n, m − 1)) , and

o on. In this light, we first initialize P ∗
0 ,m 

′ (q ′ ) and P ∗
n ′ , 0 (q ′ ) for

ach 0 < n ′ ≤ n , 0 < m 

′ ≤ m , and 0 < q ′ ≤ q . Then, iteratively deter-

ine P ∗
n ′ ,m 

′ (q ′ ) for each ( n ′ , m 

′ ). The iteration step is conducted

y increasing n ′ from 1 to n for a given m 

′ , and then update m 

′ by

 

′ + 1 , and processing n ′ again. Here, in each iteration step with

 n ′ , m 

′ ), we will derive the value P ∗
n ′ ,m 

′ (q ′ ) for every q ′ satisfying

 < q ′ ≤ q . The iteration will be stopped until n ′ = n and m 

′ = m,

nd the optimal path P ∗n,m 

(q ) is finally obtained. The computation

omplexity of this algorithm is O(nmq ) which can be executed in

 few seconds. 

To further improve the embedding performance, the adaptive

EE embedding introduced in (4) is also taken into account. For

iven ( a, b ), based on pairwise PEE, we first derive the 2D modifi-

ation mapping of the adaptive PEE embedding (4) (see the right

gure of Fig. 3 for example). Then, also by 2D-PEH division, convert

he divided triangle region into a rectangular by coordinate trans-

ormation. For illustration, the 2D-PEH division in the first quad-

ant is presented in the left figure of Fig. 7 , and, for the lower-right

riangle region (black points), each ( x, y ) in this region is trans-

ormed to ( x ′ , y ′ ) as 

x ′ = x − y − 1 

y ′ = y − b 
(14)

.g., the pair A = (b + 3 , b + 2) in the lower triangle region is trans-

ormed as B = (0 , 2) by (14) . Finally, find the optimal expansion

ath for the divided triangle region to derive the modification

apping. In the following, we set a + b = −1 and will test different

hoices of b to optimize the embedding performance. 

.3. Implementation details 

The same as pairwise PEE [19] , the rhombus prediction and the

ouble-layered embedding are adopted. The cover image is divided

nto “cross” set and “dot” set (see Fig. 8 for illustration), and each

et will be embedded with half of the secret message. After rhom-

us prediction, the pixel-selection (PS) strategy proposed in [19] is
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Fig. 7. 2D-PEH division in the first quadrant for the adaptive PEE embedding (4) (left), and the transformed coordinates of the corresponding lower-right triangle region 

(right). 

Fig. 8. Cross/dot pixels partition. 
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Table 1 

Comparison of PSNR (in dB) between the proposed method 

and the methods of Sachnev et al. [12] , Ou et al. [19] , and 

Wang et al. [23] , for an embedding capacity of 10,0 0 0 bits. 

Image [12] [19] [23] Proposed 

Lena 58.22 59.75 60.12 60.91 

Baboon 54.14 55.22 55.21 56.23 

Barbara 58.14 59.44 60.67 61.37 

Airplane 60.48 63.76 61.95 64.08 

Elaine 56.15 58.06 56.56 58.88 

Lake 56.67 58.72 57.45 59.87 

Boat 56.14 57.55 57.46 58.31 

Peppers 55.57 56.21 58.04 58.73 

Average 56.94 58.59 58.43 59.80 
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mployed in our method as well, in which only the prediction-

rror pairs with complexity less than a preset threshold T will be

elected for 2D-PEH generation. Moreover, the treatment of under-

ow/overflow is also the same as [19] , and the details are omitted.

or brevity, we only take the first layer to describe the embedding

rocedure. 

First, for the generated 2D-PEH, integrate it into one-quadrant

ince the four quadrants of the 2D-PEH are basically symmetric.

hen, for a given b , divide its corresponding region into three re-

ions as described in the end of the Section 3.2 . As the two divided

riangular regions are roughly symmetric along the diagonal, sim-

larly, we further integrated them into one triangular region. And

hen, for given ( n, m ), determine the optimal expansion path by

olving the optimization problem (11) . We implement the above

rocedure several times for b ∈ {0, 1, 2, 3}, n = 7 , 0 ≤ m ≤ 7 and

 (ranged from 0 to its maximum value) to get the best modifi-

ation mapping. Here, the best modification mapping means that

he value of ED / EC is minimized, where ED and EC are the cor-

esponding embedding distortion and capacity, respectively. For il-

ustration, the obtained 2D-PEH modification mappings for the first

ayer of different images are presented in Fig. 9 . 

For blind extraction, there are some necessary parameters

eed to be recorded as auxiliary information. For example, for

 512 × 512 sized gray-scale image, the auxiliary information in-

ludes 

• the parameters b (2 bits), T (10 bits), and m (3 bits), 
• the optimal expansion path P 7, m 

( m + 7 bits), 
• the length of compressed location map (18 bits), 
• the compressed location map, 
•
 the end position which is the last modified pixel pair (16 bits). o  
Here, P 7, m 

is a (m + 7) -length binary stream as each binary bit

epresents the next pair’s position for the current pair on the path,

.e., the right neighbor is represented by 0 while the upper one

s represented by 1. For example, the binary stream for the path

 7,7 shown in Fig. 6 is 11010011100100. Moreover, the size of the

uxiliary information is usually small, especially for the case of no

nderflow/overflow. 

. Experimental results 

In this section, we evaluate the embedding performance of our

ethod by comparing it with the conventional PEE [12] , pairwise

EE [19] and a recently proposed adaptive RDH scheme of Wang

t al. [23] . Eight standard 512 × 512 sized gray-scale images are uti-

ized to conduct the comparison, including Lena, Baboon, Barbara,

irplane, Elaine, Lake, Boat, and Peppers. The performance com-

arison based on capacity-distortion curves is shown in Fig. 10 in

hich the embedding capacity varies from 10,0 0 0 bits to the max-

mum capacity of the proposed method with a step size of 20 0 0

its. According to these figures, one can see that the proposed

ethod outperforms the three comparison methods for various ca-

acities. More specifically, the PSNRs for the embedding capacity

f 10,0 0 0 bits and 20,0 0 0 bits with different images for these four

ethods are presented in Tables 1 and 2 . 

For the conventional PEE, there are many different implemen-

ations, and they mainly differ in the prediction method. In this

aper, we take the work [12] as the conventional PEE for com-

arison. The method [12] employed rhombus prediction and then

roposed the double-layered embedding mechanism. This method

erforms well and can be viewed as a benchmarked 1D-PEH based

eversible embedding. According to Fig. 10 , compared with [12] ,

ur proposed one can provide a significant improvement with a
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Fig. 9. The obtained 2D-PEH modification mapping for the first embedding layer of images Lena, Baboon and Airplane. 
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larger PSNR whatever the test image or capacity is. Specifically, ac-

cording to Tables 1 and 2 , our method outperforms the conven-

tional PEE [12] with an average increase of PSNR by 2.86 dB and

2.10 dB for an embedding capacity of 10,0 0 0 bits and 20,0 0 0 bits,

respectively. 

As an extension of [12] , pairwise PEE [19] generates a 2D-

PEH by jointing adjacent prediction-errors and conduct the data

embedding based on 2D-PEH modification with a fixed modifica-

tion mapping. Its performance is better than the conventional PEE

[12] for considering the correlations among prediction-errors. As

the results demonstrated in Fig. 10 , our method performances bet-
er than pairwise PEE, and the improvement is somewhat signifi-

ant. For example, for the image Pepper, our increase of PSNR is

s large as about 2 dB. In all the test cases, only for the smooth

mage Airplane with very large embedding capacities, our method

erforms similarly with pairwise PEE. Specifically, according to

ables 1 and 2 , for an embedding capacity of 10,0 0 0 bits and

0,0 0 0 bits, our method outperforms pairwise PEE with an aver-

ge increase of PSNR by 1.21 dB and 0.95 dB, respectively. 

By formulating the multiple HS as a rate-distortion optimiza-

ion problem, the recently proposed scheme [23] can adaptively

etermine the parameters to optimize the embedding perfor-
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Fig. 10. Performance comparison between our method and three methods of Sachnev et al. [12] , Ou et al. [19] , and Wang et al. [23] . 
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Table 2 

Comparison of PSNR (in dB) between the proposed method 

and the methods of Sachnev et al. [12] , Ou et al. [19] , and 

Wang et al. [23] , for an embedding capacity of 20,0 0 0 bits. 

Image [12] [19] [23] Proposed 

Lena 55.04 56.29 56.59 57.32 

Baboon 49.38 50.11 49.78 50.45 

Barbara 55.05 56.25 57.11 57.72 

Airplane 57.33 60.21 59.51 60.47 

Elaine 52.00 52.91 52.19 53.68 

Lake 52.72 53.79 53.15 54.57 

Boat 52.64 53.32 53.59 54.11 

Peppers 52.31 52.83 54.27 54.99 

Average 53.31 54.46 54.52 55.41 
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mance. In this method, the genetic algorithm is employed to

solve the optimization problem. It performs well with a superior

performance compared with some state-of-the-art works such as

[12,15,17,32,34] . However, this method is essentially based on 1D-

PEH modification, and its performance is worse than pairwise PEE

in our most tested cases. According to Fig. 10 , compared with this

method, our proposed one can provide a larger PSNR whatever the

test image or capacity is. Moreover, according to Tables 1 and 2 ,

our method outperforms [23] with an average increase of PSNR by

1.37 dB for an embedding capacity of 10,0 0 0 bits and 0.89 dB for

20,0 0 0 bits. 

In conclusion, the superiority of our method is experimentally

verified by comparing it with the state-of-the-art works [12,19,23] .

5. Conclusion 

In this paper, as an extension of pairwise PEE [19] , a novel RDH

scheme based on 2D-PEH modification is proposed. By formulating

the expansion bins selection as an optimal path based embedding,

the proposed method can obtain the histogram modification map-

ping adaptively. Experiment results are presented, which demon-

strate the superior of the proposed scheme in terms of capacity-

distortion performance. The main advantage of our method is to

provide an adaptive way to design the histogram modification

manner. However, one drawback of pairwise PEE and the proposed

method is its capacity limitation, since the modification to each

pixel value is at most 1 in the data embedding procedure. Then,

a possible direction for the future work is how to increase the

embedding capacity of pairwise embedding while keeping a high

marked image quality. 
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