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Abstract—Interframe and interview predictions are widely4
employed in multiview video coding. This technique improves5
the coding efficiency, but it also increases the vulnerability of the6
coded bitstream. Thus, one packet loss will affect many subsequent7
frames in the same view and probably in other referenced views.8
To address this problem, a region-based multiple description9
coding scheme is proposed for robust 3-D video communication10
in this paper, in which two descriptions are formed by setting11
the left and right view as dominant in the first and second12
description, respectively. This approach exploits the fact that most13
regions in the reference view could be synthesized from the base14
view. Hence, these regions could be skipped or only coarsely15
encoded. In our work, the disoccluded regions, illumination-16
affected regions, and remaining regions are first determined and17
extracted. By assigning different quantization parameters for these18
three different regions according to the network status, an efficient19
multiple description scheme is formed. Experimental results20
demonstrate that the proposed scheme achieves considerably21
better performance compared with the traditional approach.22

Index Terms—Multiple description coding, multiview video plus23
depth, video coding.24

I. INTRODUCTION25

3DVIDEOS are able to provide depth perception through26

appropriate 3D display devices, which increases the27

immersive experience for the audience. Depending on whether28

glasses are required, 3D displays can be classified as stereo-29

scopic or auto-stereoscopic. Stereoscopic displays require two30

texture/color views, and each view is projected to one of the31

eyes of the viewer through special glasses. Since wearing such32

glasses in a living room is uncomfortable and inconvenient,33

many studies focus instead on the auto-stereoscopic format.34
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Auto-stereoscopic format provide different views depending on 35

viewers’ position and angle. Hence, a viewer can switch views 36

by shifting his head position. However, to achieve this motion 37

parallax feature of the auto-stereoscopic format, more views 38

must be provided, which increases the burden of encoding and 39

transmission. 40

Multiview video coding (MVC) standard was developed to 41

efficiently compress multiple view data through inter-frame and 42

inter-view predictions [1]. However, this approach only reduces 43

the transmission burden partly because many views are still 44

required. Multiview video plus depth (MVD) format was intro- 45

duced as a new 3D video format [2] that includes texture images 46

and their associated depth maps. By employing the depth image- 47

based rendering (DIBR) technique, arbitrary virtual views can 48

be generated; thus only a small number of views are required to 49

be processed and transmitted [3]. Because of this advantage, the 50

MVD format is being widely studied in industry and academia 51

[4], [5], [6]. Among the MVD formats, a scheme based on two 52

views plus two depth maps is the most popular because it re- 53

quires relative little data and shows good synthesis performance. 54

The use of two views plus two depth maps allows the disocclu- 55

sion problem to be much more effectively mitigated compared 56

with the use of just one view plus one depth map. Hence, this 57

MVD format is also our focus in this paper. In this type of 58

MVD format, one view is selected as the base/dominant view 59

and is encoded using traditional intra/inter prediction, and the 60

other view is designated as the enhancement/reference view and 61

is encoded using intra/inter and inter-view predictions. Unless 62

otherwise specified, the terms base view and dominant view will 63

be used interchangeably throughout this paper, as will enhance- 64

ment view and reference view. 65

In addition to the inter-frame prediction adopted in classi- 66

cal 2D video coding, the codec for MVD employs inter-view 67

prediction and view synthesis prediction. Due to the complex 68

prediction structure, the coding efficiency of the MVD format is 69

improved; however, this prediction structure also increases the 70

vulnerability of the coded bitstream to packet loss. 71

Multiple description coding (MDC) has been proposed as an 72

efficient solution to combat packet loss. It provides a promising 73

framework for video applications in which retransmission is un- 74

acceptable [7]. The classical MDC diagram is shown in Fig. 1, in 75

which one source is encoded into two representations (descrip- 76

tions) that are mutually refinable and can be decoded indepen- 77

dently. The two descriptions are then transmitted over separate 78

channels. When the network is experiencing no loss and all the 79

descriptions are received, the best quality is obtained, with a 80
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Fig. 1. Classical multiple description diagram.

so-called central distortion. If only one channel is working, the81

side decoder can reconstruct the source with a certain desired82

side distortion. To achieve this resiliency, some redundancy83

should be introduced in the descriptions, which is useful84

for mitigating packet loss but is detrimental to the central85

performance when no packets are lost. This redundancy should86

be tuned according to the network status. For example, the87

side distortion should be minimized at a high packet loss rate,88

whereas the central distortion should be minimized at a low89

packet loss rate. Thus, flexible tuning of the redundancy is a90

key task for any MDC scheme.91

Many MDC works have been proposed for robust 2D video92

coding [8], [9]. Some studies have also been conducted on93

the stereoscopic video format [10]. In [11], the spatial scaling94

MDC scheme (SS-MDC) and the multi-state MDC scheme (MS-95

MDC) were proposed for stereoscopic videos. In SS-MDC, an96

asymmetric stereo pair is used to form descriptions, such that one97

view is at full resolution and the other view is down-sampled.98

In MS-MDC, temporal down-sampling is applied. For example,99

the odd frames of both the left and right views are grouped to100

form one description, whereas the other description contains the101

information for the even frames. In [12], multiview videos are102

subsampled in both the horizontal and vertical directions to form103

four sub-sequences. Then these four sub-sequences are paired104

to form two descriptions. In each description, one sub-sequence105

is directly encoded, whereas the other uses mode duplication106

based on the mode of the sub-sequence in the other description.107

This scheme is simple and efficient; however, its redundancy108

allocation is not flexible. In [13], an MDC video coding scheme109

for stereoscopic video was proposed based on a stagger frame110

order. All these schemes are very efficient; however, little re-111

search has yet been performed on MVD format. In fact, as112

more predictions are introduced, a bitstream of the MVD for-113

mat becomes more vulnerable and requires greater protection.114

Otherwise, one packet loss in one frame will seriously affect115

the current view and the other reference views, as well as the116

virtual synthesized view. In addition, most MDC schemes for117

3D videos are merely simple extensions of their 2D versions,118

such as spatial subsampling or temporal subsampling [11], [14].119

Thus, features of MVD are not sufficiently utilized.120

In this paper, we propose a region-based multiple description121

coding scheme (RB-MDC) that attempts to optimize the ex-122

pected performance considering region importance and channel123

status. The proposed scheme first differentiates each region in 124

the texture and depth videos with respect to its importance. 125

Based on the differentiated regions, unequal protection is pro- 126

vided according to the importance of each region and the 127

network status. Compared with classical schemes, gains of up 128

to 2 dB can be achieved on both the texture videos and the 129

synthesized views in the case of high packet loss rates. 130

The remainder of this paper is organized as follows. In 131

Section II, an outline of the proposed scheme is provided, with 132

introductions to region classification in Section II-A and re- 133

dundancy allocation in Section II-B. Experimental results are 134

presented and analyzed in Section III. Finally, conclusions are 135

drawn in Section IV. 136

II. PROPOSED SCHEME 137

The proposed multiple description scheme is illustrated in 138

Fig. 2. Since the two descriptions are formed in the same way, 139

we will take description 1 as an example to describe our algo- 140

rithm. For description 1, as shown in Fig. 2, the left view is 141

chosen to be the dominant view, whereas the right view is des- 142

ignated as the enhancement view. First, a virtual right view is 143

synthesized from the left view plus depth. Based on the virtual 144

right view, the original right view can be classified into disoc- 145

cluded regions, illumination-affected regions and the remaining 146

regions. These three types of regions have different effects on the 147

quality of the synthesized views, as will be explained further in 148

the next subsection. Based on this classification, lower bit rates 149

can be assigned to unimportant regions that constitute higher 150

percentages of the overall images. Therefore, redundancy can 151

be flexibly allocated, and the total bit rate can be reduced. For 152

description 2, the right view is the dominant view; otherwise, 153

the process is similar to that for description 1. 154

If only one description is received, normal quality of the dom- 155

inant view can be achieved along with a relatively lower quality 156

for the enhancement view. Since the disoccluded regions and 157

illumination-affected regions, which have a higher impact on 158

the virtual view, have been better encoded, we can still obtain 159

well-synthesized virtual views. When both descriptions are re- 160

ceived, good central performance can be achieved with both the 161

dominant left view and the dominant right view. Because the 162

two dominant views are employed, better synthesized quality is 163

expected. 164

A. Region Classification 165

In Fig. 2, one important step of the scheme is to classify differ- 166

ent regions based on their contributions to the virtual left/right 167

views. In the proposed scheme, three types of regions are classi- 168

fied: disoccluded regions, illumination-affected regions and the 169

remaining regions. For the example of description 1, the dis- 170

occluded regions, or the regions that appear as a result of view 171

switching, are the pixels in the right view that cannot be rendered 172

from the left view. Regions of this type are the most important 173

because the synthesized views require them but they exist only 174

in the original right view. Notice, the holes due to large baseline 175

are also regarded as disoccluded regions since they cannot be 176

rendered from the base view. The illumination-affected regions 177
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Fig. 2. Region-base multiple description scheme.

Fig. 3. Region classification process, where regions are highlighted.
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Fig. 4. Region classification example with Balloons and Undodancer. (a) Original. (b) Disoccluded. (c) Illumination-affected. (d) Original. (e) Disoccluded.
(f) Illumination-affected.

are the regions in the right view that can be rendered from the left178

view but only with low quality. Because of the differences in the179

illumination conditions between the left and right views, some180

regions in the rendered virtual right view will differ from those181

in the original right view, and these regions should be encoded182

with sufficiently good quality to correct for these differences.183

Regions of the last type, called the remaining regions, can be184

rendered from the left view with a sufficient level of quality.185

To classify such regions, a synthesis process is required to186

render the virtual right view from the left view, as shown in187

Fig. 3. In this synthesis process, only one texture video and one188

depth map can be employed; hence, many holes will be gener-189

ated because of a lack of pixel information at the corresponding190

locations. These holes are represented as black regions in the191

figure. Note that except in the classification step, the synthesis192

process in our scheme can generally employ two texture videos193 Fig. 5. ΔQP as a function of packet loss rate (PLR) and α.
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Fig. 6. The rate-PSNR performance of Newspaper. (a) Expected texture video performance at different PLRs. (b) Expected syntheisized view performance at
different PLRs. (c) Side/central performance of texture videos. (d) Side/central performance of synthesized views.

plus two depth maps, which will enable the generation of consid-194

erably better virtual views at the cost of increased computation.195

We can simplify this synthesis process as described in [15].196

Compared with the original right view, disoccluded regions can197

be located easily since these regions are in fact holes.198

To determine the illumination-affected regions, the difference199

between the synthesized virtual view and the original view is first200

calculated. Regions with value differences larger than a certain201

threshold are identified as illumination-affected regions. The202

threshold for illumination-affected region will highly depend203

on the video contents and it is still an open topic yet. In our204

case, we set the threshold by a just noticeable difference(JND)205

[16]. JND is the least perceptible difference that human can206

notice. In [16], the JND calculation considered both the contrast207

and pattern complexity, which achieves very good performance.208

With a given sequence, its JND value is first calculated frame209

by frame, if a pixel difference between the warped view and the210

original view is larger than its corresponding JND value, it will211

be labeled as illumination-affected pixel. After the classification212

of these two types of regions, the remainder are regarded as 213

remaining regions that can be warped from the dominant view 214

with sufficiently good quality. Hence, the classification process 215

is quite simple. 216

Examples of region classification are presented in Fig. 4, 217

where the sequences Balloons [17] and UndoDancer [18] are 218

divided into regions of the three different types. The second and 219

third rows present the disoccluded and illumination-affected 220

regions, respectively, whereas the others show the remaining re- 221

gions. Here, illumination-affected regions are pixels in which the 222

value difference between the original view and the virtual view 223

is greater than its corresponding JND value. It can be observed 224

that disoccluded regions and illumination-affected regions ac- 225

count for only a small percentage of the entire image. Hence, 226

the allocation of a lower bit rate to the remaining regions, which 227

constitute a large percentage, could considerably reduce the to- 228

tal bit rate. Note that the classification applies to both the color 229

videos and the depth videos. For simplicity, for the depth maps, 230

we just use the classified maps determined for the color videos. 231
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Fig. 7. The rate-PSNR performance of Lovebird. (a) Expected texture video performance at different PLRs. (b) Expected syntheisized view performance at
different PLRs. (c) Side/central performance of texture videos. (d) Side/central performance of synthesized views.

B. Redundancy Allocation232

Based on the classified regions, we need to design an ef-233

fective redundancy allocation algorithm that considers region234

importance and network status to minimize the expected distor-235

tion, including both the real and virtual views, constrained by a236

fixed total rate. As shown in Fig. 2, additional data represent-237

ing the two views are required in comparison with the single238

description scheme (SDC), in which only one pair of views is239

encoded. The bitstream of the additional views provides redun-240

dancy. When the channel quality is not good and the packet241

loss rate is high, more bits should be assigned to the additional242

views. By contrast, fewer bits are required when the channel243

quality is good. Hence, redundancy allocation is a key problem244

in any MDC scheme. In practice, the disoccluded regions and245

illumination-affected regions should receive higher protection246

compared with the remaining regions.247

Since these three types of regions have different contributions248

to the overall performance, different levels of protection or re-249

dundancy should be allocated accordingly. Our final goal is to250

design a rate allocation strategy that considers the relationship251

among the different types of regions.252

First, we need to estimate the expected distortion (left view, 253

right view and virtual views) at the encoder end, considering the 254

network status and the classified regions, under the relevant con- 255

straint on the total bit rate. During this process, the distortions 256

of synthesized virtual views must be approximated. Then, we 257

can obtain the rate-distortion function for each region and con- 258

struct the relationship among the regions accordingly. Finally, 259

we can perform bit-rate allocation based on the different quanti- 260

zation parameter (QP) values calculated from the rate-distortion 261

functions. We will introduce the entire process in detail in the 262

following. 263

1) Expected Distortion: The expected total distortion should 264

include the distortions of the left and right views as well as of 265

synthesized virtual views. It can be evaluated as 266

D̄ = (1 − p)2(DL + DR + DV ) + p(1 − p)(D′
R + DL

+ DLV ) + p(1 − p)(D′
L + DR + DRV )

+ p2(D′′
L + D′′

R + D′′
V ) (1)

where D̄ denotes the total expected distortion and p is the packet 267

loss rate. The subscripts L and R denote the left and right views, 268
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Fig. 8. The rate-PSNR performance of Balloons. (a) Expected texture video performance at different PLRs. (b) Expected syntheisized view performance at
different PLRs. (c) Side/central performance of texture videos. (d) Side/central performance of synthesized views.

respectively, whereas the subscript V represents a synthesized269

virtual view. DL and DR represent the distortions of the left270

view and right view, respectively, when the dominant mode is271

used, whereas D′
L and D′

R are the corresponding distortions272

for the enhancement mode. DV is the distortion of the view273

synthesized using the dominant left and right views, whereas274

DLV and DRV are the distortions of the views synthesized275

using only the dominant left view or the dominant right view,276

respectively. Finally, D′′
L , D′′

R and D′′
V are the corresponding277

distortions with error concealment when the same frames are278

lost in both the left and right views. The distortions of the left279

and right views, such as DL , DR , D′
L , D′

R , D′′
L and D′′

R , can be280

calculated during encoding, whereas those of synthesized views281

must be estimated and approximated.282

The quality of a synthesized view depends on the qualities of283

the left view and right views as well as on the rendering mode. If284

the qualities of the left view and the right view are similar, then285

an averaging mode in which both views are equally important286

is preferred. Otherwise, an extrapolating mode that uses one287

dominant view with a higher weight is adopted. Hence, the288

virtual distortion can be represented as follows: 289

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

DV = E
((

αS(X̂L ) + (1 − α)S(X̂R )
)− XV

)2

DLV = E
((

αLS(X̂L ) + (1 − αL )S(X̂ ′
R )
)− XV

)2

DRV = E
((

αRS(X̂R ) + (1 − αR )S(X̂ ′
L )
)− XV

)2

(2)
where S() is the synthesis function that renders the left and 290

right views X̂L and X̂R into the virtual view; XV is the original 291

virtual view synthesized from the original left view XL and the 292

original right view XR ; and α, αL and αR are the rendering 293

mode parameters. For example, α can be set to 0.5 when the 294

left view and right view are of similar quality. In practice, the 295

rendering process is also affected by different types of regions. 296

Suppose that one view is designated as the dominant view; 297

then, most regions in the virtual view will be rendered from 298

this dominant view, whereas the disoccluded regions must be 299

rendered from the other view. 300
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Fig. 9. The rate-PSNR performance of Kendo. (a) Expected texture video performance at different PLRs. (b) Expected syntheisized view performance at different
PLRs. (c) Side/central performance of texture videos. (d) Side/central performance of synthesized views.

Since the three distortions DV , DLV and DRV can be cal-301

culated in a similar manner, we will simply discuss DV as an302

example.303

DV = E
((

αS(X̂L ) + (1 − α)S(X̂R )
)− XV

)2

= E
((

αS(X̂L ) + (1 − α)S(X̂R )
)

− (αS(XL ) + (1 − α)S(XR )
))2

= E
(
α
(
S(X̂L − XL )

)
+ (1 − α)

(
S(X̂R − XR )

))2

≈ α2DL + (1 − α)2DR

+ 2α(1 − α)E
(
S(X̂L − XV )S(X̂R − XV )

)

= α2DL + (1 − α)2DR

(3)
The virtual distortion primarily depends on the views to be304

rendered; hence, we approximate the distortions (S(X̂L ) −305

XV )2 and (S(X̂R ) − XV )2 as (X̂L − XL )2 = DL and 306

(X̂R − XR )2 = DR , respectively. In addition, E
(
S(X̂L − 307

XV )S(X̂R − XV )
)

is assumed to be zero since these two errors 308

are uncorrelated [1]. 309

In the same way, we can obtain the other two virtual distortion 310

formulas 311

{
DLV = α2

LDL + (1 − αL )2D′
R

DRV = α2
RDR + (1 − αR )2D′

L

(4)

2) Rate-Distortion Functions: In our scheme depicted in 312

Fig. 2, the left view is encoded as the base view and the right 313

view is encoded as the enhancement view in description 1, and 314

vice versa for description 2. We set the quality of the base view 315

as an anchor, and our key objective is to determine the quality 316

of the enhancement view depending on its region classification 317

and the network status. Let the bit rates of the base views be 318

RL and RR , whereas the bit rates of the enhancement views are 319

R′
L and R′

R . The problem can be expressed as follows: 320
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Fig. 10. The rate-PSNR performance of Bookarrival. (a) Expected texture video performance at different PLRs. (b) Expected syntheisized view performance at
different PLRs. (c) Side/central performance of texture videos. (d) Side/central performance of synthesized views.

⎧
⎨

⎩

min D̄ =
∑N

i=1 d̄[i]

s.t. Rt =
∑N

i=1(RL [i] + RR [i] + R′
L [i] + R′

R [i])
(5)

where d̄[i] denotes the expected distortion of the ith mac-321

roblock(MB) among N total MBs and Rt represents the limit322

on the total bit rate imposed by the available bandwidth. This323

problem can be solved using the standard Lagrangian approach324

as follows325

L = D̄ + λ

N∑

i=1

(RL [i] + RR [i] + R′
L [i] + R′

R [i]) (6)

where λ is the Lagrangian multiplier. Because the two descrip-326

tions are symmetric, we will take description 1 as an example.327

In description 1, the left view and right view are treated as the328

base view and enhancement view, respectively, whose bit rates329

are RL and R′
R , respectively. Using formula (1) and imposing330

�L = 0, we obtain331

∂L

∂RL,i
= (1 − p)2

(
∂DL,i

∂RL,i
+

∂DV,i

∂RL,i

)

+ p(1 − p)
(

∂DL,i

∂RL,i
+

∂D′
R,i

∂RL,i
+

∂DLV ,i

∂RL,i

)

+ λ = 0

(7)

∂L

∂R′
R,i

= p(1 − p)

(
∂D′

R,i

∂R′
R,i

+
∂DLV ,i

∂R′
R,i

)

+ λ = 0 (8)

Here,
∂D ′

R , i

∂RL , i
denotes the relationship between the distortion of 332

the right view and the rate of the left view. Generally, a good left 333

view will provide a good prediction of the right view, thereby re- 334

sulting in a low distortion of the right view. To bridge ∂DL , i

∂RL , i
and 335

∂D ′
R , i

∂R ′
R , i

directly, we need to approximate
∂D ′

R , i

∂RL , i
for the different 336

types of regions. First, for the disoccluded regions,
∂D ′

R , i

∂RL , i
= 337

0 because these regions cannot be predicted from the base 338

view. Second, regarding the illumination-affected regions, these 339
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Fig. 11. The rate-PSNR performance of Mobile. (a) Expected texture video performance at different PLRs. (b) Expected syntheisized view performance at
different PLRs. (c) Side/central performance of texture videos. (d) Side/central performance of synthesized views.

regions can be predicted, but not well; consequently the fol-340

lowing approximation is used:
∂D ′

R , i

∂RL , i
= 0.5 ∂DL , i

∂RL , i
. Finally, the341

remaining regions can be predicted very well; hence, we approx-342

imate
∂D ′

R , i

∂RL , i
= 1.0 ∂DL , i

∂RL , i
. We note that the values 0, 0.5 and 1343

coincide with the rendering mode parameter α and αL , elabo-344

rated as follows. For the disoccluded regions, α and αL should345

be zero since these regions exist only in the right enhancement346

view. For the illumination-affected regions, α and αL should be347

0.5 since these regions in both views have the same importance.348

For the remaining regions, since these regions can be rendered349

from the left view with sufficient good quality, α and αL are set350

to 1. Therefore, equation (7) can be simplified as351

∂L

∂RL,i
= (1 − p)2

(
∂DL,i

∂RL,i
+

∂DV,i

∂RL,i

)

+ p(1 − p)
(

(1 + α2)
∂DL,i

∂RL,i
+

∂DLV ,i

∂RL,i

)

+ λ = 0

(9)

By substituting both (2) and (4) into (9) and (8), we obtain 352

∂L

∂RL,i
= (1 − p)2

(
∂DL,i

∂RL,i
+ α

∂DL,i

∂RL,i

)

+ p(1 − p)
(

(1 + α2)
∂DL,i

∂RL,i
+ α2

L

∂DL,i

∂RL,i

)

+ λ = 0

(10)

∂L

∂R′
R,i

= p(1 − p)(
∂D′

R,i

∂R′
R,i

+ (1 − αL )2 ∂D′
R,i

∂R′
R,i

) + λ = 0

(11)

By combining (10) and (11), we can obtain the rate-distortion 353

function describing the relationship between the base view and 354

the enhancement view, 355

(
(1 + α2)(1 − p) + (1 + α2 + α2

L )p
)∂DL,i

∂RL,i

= p(2 − α2
L )

∂D′
R,i

∂R′
R,i

(12)
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Fig. 12. The rate-PSNR performance of Undodancer. (a) Expected texture video performance at different PLRs. (b) Expected syntheisized view performance at
different PLRs. (c) Side/central performance of texture videos. (d) Side/central performance of synthesized views.

3) QP Relationship: To obtain the relationship between the356

quantization parameters (QPs) of the two views, the standard357

H.264/AVC rate-distortion function is employed as follows358

∂D

∂R
= −0.85 ∗ 2

Q P −1 2
3 (13)

By inserting (13) into (12), we can obtain the QP values for the359

left base view and the right enhancement view:360

QP ′
R = QPL + 3 ∗ log2

×
(
(1 + α2)(1 − p) + (1 + α2 + α2

L )p
)

p(2 − α2
L )

(14)

where QPL and QP ′
R are the quantization parameters of the left361

base view and the right enhancement view, respectively. It can362

be observed that QP ′
R depends on the packet loss rate (PLR)363

p and on the weight parameters α and αL . Fig. 5 shows the364

relationship of ΔQP = QP ′
R − QPL with PLR, α and αL .365

Here, QPL is set to 21; therefore ΔQP is no larger than 30.366

We can observe that the larger the values of α and αL are, the367

higher ΔQP will be. Moreover, the lower the value of p is, the368

higher ΔQP will be. These two trends are intuitive. The entire369

rate-distortion function also applies to the quantization of the 370

depth maps. 371

The process of determining QP for description 2 is similar 372

to that for description 1. With the assigned QP of the base 373

view, we can calculate the QPs for each region under different 374

network status using (14); thus a redundancy allocation formula 375

is obtained. Note that QP is assigned on the macroblock(MB) 376

level. However, some MBs are likely to contain both disoccluded 377

pixels and general pixels.Hence, we need to calculate the ratios 378

representing the proportions of an MB that are occupied by 379

pixels of each different type. These ratios can be included in the 380

QP calculation because different types of regions have different 381

α and αL values. 382

III. EXPERIMENTAL RESULTS AND ANALYSIS 383

In this section, experiments are conducted using the following 384

video sequences:Newspaper (1024 × 768) [19], Lovebird (1024 385

× 768) [20], Balloons (1024 × 768) [17], Kendo (1024 × 768) 386

[17], BookArrival (1024 × 768) [21], Mobile (720 × 540) [18] 387

and UndoDancer (1920 × 1088) [18]. The depth information is 388

estimated versions for Newspaper, Lovebird, Balloons, Kendo 389
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TABLE I
DISOCCLUDED RATIO OF EACH SEQUENCE

Sequence Newspaper Lovebird Balloons Kendo Bookarrival Mobile Undodancer

Resolution 1024 × 768 1024 × 768 1024 × 768 1024 × 768 1024 × 768 720 × 540 1920 × 1088
disocclusion Ratio 0.088 0.0145 0.044 0.027 0.062 0.039 0.021

and BookArrival, whereas computer-generated (CG) depth is390

used for Mobile and UndoDancer. The description for the se-391

quences can be found in [22]. For each sequence, two texture392

plus two depth videos are encoded with 3D-AVC [23] [24] to393

generate one description. The virtual views are synthesized us-394

ing view synthesis reference software VSRS-1D-fast due to its395

fast and good performance [25], [26]. In detail, view 4 and view396

6 of Newspaper were used to synthesize virtual view 5. View 6397

and view 6 of Lovebird were used to synthesize virtual view 7.398

View 1 and view 3 of Balloons were used to synthesize virtual399

view 2. View 1 and view 3 of Kendo were used to synthesize400

virtual view 2. View 8 and view 10 of BookArrival were used401

to synthesize virtual view 9. View 4 and view 6 of UndoDancer402

were used to synthesize virtual view 5. View 1 and view 5 of403

UndoDancer were used to synthesize virtual view 3. The dis-404

tortions of the virtual views were calculated between the virtual405

view images synthesized from the original texture plus depth406

videos and those synthesized from the decoded texture plus407

depth videos.408

The described algorithm was implemented in the 3D-AVC409

reference software [27], and the important parameters are de-410

tailed in the following. The QP values for the base views were411

chosen from within a range of [22: 36] in step 2 to consider412

different rate-distortion points, whereas the QP ′ values for413

the enhancement views were determined using equation (14).414

The threshold for the illumination-affected regions is set as415

JND value frame by frame. Notice probably larger gain can416

be achieved if this threshold is set frame by frame according417

to video contents. However, high computation should be intro-418

duced to get this threshold. For description 1, the left view and419

right view were treated as the base view and enhancement view,420

respectively. The opposite view allocation was applied in de-421

scription 2. Ultimately, the QP ′ values lay in the range [QPP ,422

51]. The IPPP coding structure was used throughout the entire423

experiment and each row of MBs in each frame was encoded424

in one slice, which was then carried in one transport packet.425

This entire configuration was chosen to be similar to that used426

in the rate-distortion-optimized mode switching method [28] to427

facilitate a comparison of the results.428

All experiments were performed in two parts: one to in-429

vestigate the expected performance and one to investigate the430

side/central performance at different PLRs. For each part, the431

results for the left/right views and synthesized virtual views are432

presented separately. Here, the bit rate includes both descrip-433

tions (textures plus depth maps) used in our scheme. For the434

expected performance assessment, the Bernoulli channel model435

was adopted, and the performance was measured in terms of the436

average luminance peak signal-to-noise ratio (PSNR) obtained437

in 50 independent transmission trials. Side/central curves are438

presented to represent the performance for the case in which 439

only one channel is working or both channels are working, 440

where the side performance is measured as the average of the 441

two side distortions. Three different packet loss rates of 10%, 442

5%, and 1% were selected for testing. Error-free results of single 443

description coding are also presented for comparison. 444

Since the MVD coding structure is still new, few MDC 445

schemes for this format have been introduced. However, sev- 446

eral efficient error-resilient algorithms have been proposed for 447

this format and thus can be considered for comparison here [28], 448

[29], [30]. In [28], a rate-distortion-optimized mode switching 449

(RDOMS) scheme was proposed that attempts to optimize the 450

mode decision process considering the end-to-end distortion for 451

error-resilient MVD. Bruno Macchiavello et al. have proposed a 452

loss-resilient coding technique for free-view point videos [30]. 453

The results of these two schemes on the Newspaper and Lovebird 454

sequences are also reported here. To save room in the figures, 455

our region-based multiple description scheme is abbreviated as 456

RB-MDC, whereas T and S are used to represent a texture view 457

and a synthesized view, respectively. To quantify the impairment 458

caused by the introduced redundancy, we also include the results 459

of the single description scheme (SDC), that is, the results of 460

the classical 3D-AVC method. 461

In Subfigure a) and Subfigure b) of Figs. 6 and 7, the ex- 462

pected performances for the left/right views and synthesized 463

views, respectively, are presented. It can be observed that our 464

scheme is considerably superior to RDOMS [28], with gains 465

of up to 2 dB on both the texture images and the synthesized 466

views. However, when the bit rate is lower, the gains are rela- 467

tive smaller since our scheme is much more effective at normal 468

and high bir tate cases. Note that the results of RDOMS and 469

Bruno Macchiavello’s scheme were obtained from [28]. There 470

are many configuration parameters that can be modified during 471

encoding, and we tried our best to make the configuration as 472

similar as possible to that used in [28]. Furthermore, RDOMS 473

only optimizes the mode selection, whereas our approach intro- 474

duces MDC. Consequently, it is not truly fair to compare these 475

schemes with ours since MDC has an advantage when the packet 476

loss rate is high. However, this 2 dB gain still demonstrates the 477

effectiveness of the proposed scheme. 478

In Figs. 6 and 7, the curves for the single description scheme 479

in the error-free case are also included. We note that the gap 480

between the error-free case and the proposed method is small 481

when the bit rate is high because our bit allocation strategy can 482

achieve better performance at higher bit rates. When the bit rate 483

is lower, the three curves at the different PLRs tend to be very 484

close. This is mainly because of the higher QP for a lower bit 485

rate. On the one hand, a large QP will cause many macroblocks 486

to be processed in skip mode, meaning that our bit allocation 487
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Fig. 13. Subjective visual results for Balloons

based on ΔQP will not work. On the other hand, with a large QP,488

we have less freedom to tune ΔQP because QP + ΔQP can-489

not be larger than 51 according to the H.264/AVC standard. For490

comparison, the results for the SDC scheme with PLR = 0.10491

and PLR = 0 are also included. It can be observed that the pro-492

posed scheme is far superior to the SDC scheme in the presence493

of packet loss, in terms of both texture video performance and494

synthesized view performance. Moreover, packet loss affects495

the synthesized view performance more than the texture video496

performance since the synthesis depends on both the texture and497

depth images.498

Subfigure (c) and Subfigure (d) of Figs. 6 and 7 present the499

side/central performances for the texture views and the syn-500

thesized views, respectively. Here, the performance of left and501

right views are averaged to provide that of texture view. We502

can observe that different trade-offs between side and central503

performance can be achieved under different channel statuses.504

In addition, the packet loss rate affects the introduced redun-505

dancy; a higher PLR corresponds to a higher redundancy. For506

example, the best side performance is achieved for a high PLR 507

(0.10), whereas the best central performance is observed at a 508

low PLR (0.01). We can determine the additional bit-rate cost 509

for our central description that is required to achieve the same 510

PSNR as that in the error-free SDC case, which is equivalent to 511

the introduced redundancy. The different side description curves 512

represent the performances achieved with different redundancy 513

allocations when only one channel is working. We find that all 514

performances are acceptable, even when one channel is com- 515

pletely nonfunctional. Note that the gain originates from our 516

effective bit-rate allocation strategy for both the color videos 517

and the depth maps. 518

Figs. 8–12 present the rate-PSNR performances on the Bal- 519

loons, Kendo, BookArrival, Mobile and UndoDancer video se- 520

quences. These results confirm that the proposed technique 521

exhibits good behavior regardless of the video content and res- 522

olution. Note that we treat holes as disoccluded regions. Hence, 523

for depth maps that contain excessive noise, many holes or 524

disocclusion regions will be generated and the efficiency of 525
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the proposed scheme will be affected. In the extreme case in526

which there are no holes or disoccluded regions, our scheme527

can achieve the maximum bit-rate savings and is the most ef-528

fective. In the contrast, if the baseline it too large, many large529

holes will be generated. Our scheme will cost too many bits to530

deal with this situation. However, general baseline are not too531

larger, otherwise we cannot get a good 3D feeling. The disoc-532

clusion ratio for each sequence is listed in Table I. For example,533

Balloons contains relatively few disoccluded and illumination-534

affected regions; thus, its total redundancy is relatively low,535

and its expected performance is the best among all three se-536

quences with the same resolution. Newspaper contains rela-537

tively more disoccluded and illumination-affected regions, and538

consequently, its expected performance is relatively worse. As539

for Mobile and UndoDancer with CG depth map, it is not fair540

to compare these sequences with the other four sequences since541

they have different resolution and bit-rate ranges. In fact, depth542

map of UndoDancer and UndoDancer have few disoccluded543

and illumination-affected regions, without any noise in depth544

maps; hence, for a good fixed central performance, its side per-545

formance and central performance are relative closer compared546

with the results of other sequences, due to its low introduced547

redundancy.548

In addition to objective results, some subjective results are549

provided in Fig. 13. Here, the 10th frame of Balloon in view 1,550

together with the 10th frame in its corresponding synthesized551

view, are selected to demonstrate the performance. Our RB-552

MDC are configured at packet loss rate 5%. In order to evaluate553

the performance, the results of single description (SDC) case are554

included, in which the total bit rates of our MDC scheme and555

that of SDC are tuned to be similar as 5000 kbps. Since there556

are redundancy inserted in RB-MDC scheme, the results of557

ours is at disadvantage compared with that of SDC at error free558

case. In fact, there are some distortion around the balloons and559

trees, however, we cannot notice big visual difference between560

ours and that of SDC. Particularly, the side visual results that561

supposes one description is broken down are also very good,562

which demonstrate the efficiency of our scheme.563

IV. CONCLUSION564

In this paper, a region-based multiple description coding565

scheme for multiview video plus depth is proposed. First, re-566

gions are classified into disoccluded, illumination-affected and567

remaining regions according to their contributions to the virtual568

view to be synthesized. Second, an optimized expected rate-569

distortion function is designed based on both the texture video570

distortions and synthesized view distortions. By assigning dif-571

ferent quantization parameters to the three types of regions de-572

pending on the channel status, we can minimize the expected573

distortion. Compared with traditional error-resilient 3D-AVC574

schemes, the proposed scheme can achieve gains of up to 2 dB575

in the case of packet loss. In addition, different prioritizations576

between side and central performance can be applied under dif-577

ferent channel conditions, which is a desirable feature of any578

MDC scheme. An analysis of the experimental results shows579

that the proposed MDC scheme is a promising approach for 580

the transmission of MVD-format 3D videos over error-prone 581

channels. 582

It should be noted that our scheme achieves much better 583

performance when the bit rate is higher. This is because our 584

rate allocation strategy is more accurate at higher bit rates by 585

virtue of the larger possible range of ΔQP . In addition, the 586

performance of our scheme is also affected by the quality of 587

the depth maps. If noise is present in the depth maps, such as 588

noise due to depth estimation, irregular holes will be generated 589

and the coding efficiency will consequently deteriorate. Hence, 590

depth maps acquired via time-of-flight sensors must be subjected 591

to noise reduction processing, which may be investigated in our 592

further work. 593
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Region-Based Multiple Description Coding for
Multiview Video Plus Depth Video

1
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Chunyu Lin, Yao Zhao, Senior Member, IEEE, Jimin Xiao, and Tammam Tillo, Senior Member, IEEE3

Abstract—Interframe and interview predictions are widely4
employed in multiview video coding. This technique improves5
the coding efficiency, but it also increases the vulnerability of the6
coded bitstream. Thus, one packet loss will affect many subsequent7
frames in the same view and probably in other referenced views.8
To address this problem, a region-based multiple description9
coding scheme is proposed for robust 3-D video communication10
in this paper, in which two descriptions are formed by setting11
the left and right view as dominant in the first and second12
description, respectively. This approach exploits the fact that most13
regions in the reference view could be synthesized from the base14
view. Hence, these regions could be skipped or only coarsely15
encoded. In our work, the disoccluded regions, illumination-16
affected regions, and remaining regions are first determined and17
extracted. By assigning different quantization parameters for these18
three different regions according to the network status, an efficient19
multiple description scheme is formed. Experimental results20
demonstrate that the proposed scheme achieves considerably21
better performance compared with the traditional approach.22

Index Terms—Multiple description coding, multiview video plus23
depth, video coding.24

I. INTRODUCTION25

3DVIDEOS are able to provide depth perception through26

appropriate 3D display devices, which increases the27

immersive experience for the audience. Depending on whether28

glasses are required, 3D displays can be classified as stereo-29

scopic or auto-stereoscopic. Stereoscopic displays require two30

texture/color views, and each view is projected to one of the31

eyes of the viewer through special glasses. Since wearing such32

glasses in a living room is uncomfortable and inconvenient,33

many studies focus instead on the auto-stereoscopic format.34
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Auto-stereoscopic format provide different views depending on 35

viewers’ position and angle. Hence, a viewer can switch views 36

by shifting his head position. However, to achieve this motion 37

parallax feature of the auto-stereoscopic format, more views 38

must be provided, which increases the burden of encoding and 39

transmission. 40

Multiview video coding (MVC) standard was developed to 41

efficiently compress multiple view data through inter-frame and 42

inter-view predictions [1]. However, this approach only reduces 43

the transmission burden partly because many views are still 44

required. Multiview video plus depth (MVD) format was intro- 45

duced as a new 3D video format [2] that includes texture images 46

and their associated depth maps. By employing the depth image- 47

based rendering (DIBR) technique, arbitrary virtual views can 48

be generated; thus only a small number of views are required to 49

be processed and transmitted [3]. Because of this advantage, the 50

MVD format is being widely studied in industry and academia 51

[4], [5], [6]. Among the MVD formats, a scheme based on two 52

views plus two depth maps is the most popular because it re- 53

quires relative little data and shows good synthesis performance. 54

The use of two views plus two depth maps allows the disocclu- 55

sion problem to be much more effectively mitigated compared 56

with the use of just one view plus one depth map. Hence, this 57

MVD format is also our focus in this paper. In this type of 58

MVD format, one view is selected as the base/dominant view 59

and is encoded using traditional intra/inter prediction, and the 60

other view is designated as the enhancement/reference view and 61

is encoded using intra/inter and inter-view predictions. Unless 62

otherwise specified, the terms base view and dominant view will 63

be used interchangeably throughout this paper, as will enhance- 64

ment view and reference view. 65

In addition to the inter-frame prediction adopted in classi- 66

cal 2D video coding, the codec for MVD employs inter-view 67

prediction and view synthesis prediction. Due to the complex 68

prediction structure, the coding efficiency of the MVD format is 69

improved; however, this prediction structure also increases the 70

vulnerability of the coded bitstream to packet loss. 71

Multiple description coding (MDC) has been proposed as an 72

efficient solution to combat packet loss. It provides a promising 73

framework for video applications in which retransmission is un- 74

acceptable [7]. The classical MDC diagram is shown in Fig. 1, in 75

which one source is encoded into two representations (descrip- 76

tions) that are mutually refinable and can be decoded indepen- 77

dently. The two descriptions are then transmitted over separate 78

channels. When the network is experiencing no loss and all the 79

descriptions are received, the best quality is obtained, with a 80

1520-9210 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
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Fig. 1. Classical multiple description diagram.

so-called central distortion. If only one channel is working, the81

side decoder can reconstruct the source with a certain desired82

side distortion. To achieve this resiliency, some redundancy83

should be introduced in the descriptions, which is useful84

for mitigating packet loss but is detrimental to the central85

performance when no packets are lost. This redundancy should86

be tuned according to the network status. For example, the87

side distortion should be minimized at a high packet loss rate,88

whereas the central distortion should be minimized at a low89

packet loss rate. Thus, flexible tuning of the redundancy is a90

key task for any MDC scheme.91

Many MDC works have been proposed for robust 2D video92

coding [8], [9]. Some studies have also been conducted on93

the stereoscopic video format [10]. In [11], the spatial scaling94

MDC scheme (SS-MDC) and the multi-state MDC scheme (MS-95

MDC) were proposed for stereoscopic videos. In SS-MDC, an96

asymmetric stereo pair is used to form descriptions, such that one97

view is at full resolution and the other view is down-sampled.98

In MS-MDC, temporal down-sampling is applied. For example,99

the odd frames of both the left and right views are grouped to100

form one description, whereas the other description contains the101

information for the even frames. In [12], multiview videos are102

subsampled in both the horizontal and vertical directions to form103

four sub-sequences. Then these four sub-sequences are paired104

to form two descriptions. In each description, one sub-sequence105

is directly encoded, whereas the other uses mode duplication106

based on the mode of the sub-sequence in the other description.107

This scheme is simple and efficient; however, its redundancy108

allocation is not flexible. In [13], an MDC video coding scheme109

for stereoscopic video was proposed based on a stagger frame110

order. All these schemes are very efficient; however, little re-111

search has yet been performed on MVD format. In fact, as112

more predictions are introduced, a bitstream of the MVD for-113

mat becomes more vulnerable and requires greater protection.114

Otherwise, one packet loss in one frame will seriously affect115

the current view and the other reference views, as well as the116

virtual synthesized view. In addition, most MDC schemes for117

3D videos are merely simple extensions of their 2D versions,118

such as spatial subsampling or temporal subsampling [11], [14].119

Thus, features of MVD are not sufficiently utilized.120

In this paper, we propose a region-based multiple description121

coding scheme (RB-MDC) that attempts to optimize the ex-122

pected performance considering region importance and channel123

status. The proposed scheme first differentiates each region in 124

the texture and depth videos with respect to its importance. 125

Based on the differentiated regions, unequal protection is pro- 126

vided according to the importance of each region and the 127

network status. Compared with classical schemes, gains of up 128

to 2 dB can be achieved on both the texture videos and the 129

synthesized views in the case of high packet loss rates. 130

The remainder of this paper is organized as follows. In 131

Section II, an outline of the proposed scheme is provided, with 132

introductions to region classification in Section II-A and re- 133

dundancy allocation in Section II-B. Experimental results are 134

presented and analyzed in Section III. Finally, conclusions are 135

drawn in Section IV. 136

II. PROPOSED SCHEME 137

The proposed multiple description scheme is illustrated in 138

Fig. 2. Since the two descriptions are formed in the same way, 139

we will take description 1 as an example to describe our algo- 140

rithm. For description 1, as shown in Fig. 2, the left view is 141

chosen to be the dominant view, whereas the right view is des- 142

ignated as the enhancement view. First, a virtual right view is 143

synthesized from the left view plus depth. Based on the virtual 144

right view, the original right view can be classified into disoc- 145

cluded regions, illumination-affected regions and the remaining 146

regions. These three types of regions have different effects on the 147

quality of the synthesized views, as will be explained further in 148

the next subsection. Based on this classification, lower bit rates 149

can be assigned to unimportant regions that constitute higher 150

percentages of the overall images. Therefore, redundancy can 151

be flexibly allocated, and the total bit rate can be reduced. For 152

description 2, the right view is the dominant view; otherwise, 153

the process is similar to that for description 1. 154

If only one description is received, normal quality of the dom- 155

inant view can be achieved along with a relatively lower quality 156

for the enhancement view. Since the disoccluded regions and 157

illumination-affected regions, which have a higher impact on 158

the virtual view, have been better encoded, we can still obtain 159

well-synthesized virtual views. When both descriptions are re- 160

ceived, good central performance can be achieved with both the 161

dominant left view and the dominant right view. Because the 162

two dominant views are employed, better synthesized quality is 163

expected. 164

A. Region Classification 165

In Fig. 2, one important step of the scheme is to classify differ- 166

ent regions based on their contributions to the virtual left/right 167

views. In the proposed scheme, three types of regions are classi- 168

fied: disoccluded regions, illumination-affected regions and the 169

remaining regions. For the example of description 1, the dis- 170

occluded regions, or the regions that appear as a result of view 171

switching, are the pixels in the right view that cannot be rendered 172

from the left view. Regions of this type are the most important 173

because the synthesized views require them but they exist only 174

in the original right view. Notice, the holes due to large baseline 175

are also regarded as disoccluded regions since they cannot be 176

rendered from the base view. The illumination-affected regions 177
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Fig. 2. Region-base multiple description scheme.

Fig. 3. Region classification process, where regions are highlighted.
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Fig. 4. Region classification example with Balloons and Undodancer. (a) Original. (b) Disoccluded. (c) Illumination-affected. (d) Original. (e) Disoccluded.
(f) Illumination-affected.

are the regions in the right view that can be rendered from the left178

view but only with low quality. Because of the differences in the179

illumination conditions between the left and right views, some180

regions in the rendered virtual right view will differ from those181

in the original right view, and these regions should be encoded182

with sufficiently good quality to correct for these differences.183

Regions of the last type, called the remaining regions, can be184

rendered from the left view with a sufficient level of quality.185

To classify such regions, a synthesis process is required to186

render the virtual right view from the left view, as shown in187

Fig. 3. In this synthesis process, only one texture video and one188

depth map can be employed; hence, many holes will be gener-189

ated because of a lack of pixel information at the corresponding190

locations. These holes are represented as black regions in the191

figure. Note that except in the classification step, the synthesis192

process in our scheme can generally employ two texture videos193 Fig. 5. ΔQP as a function of packet loss rate (PLR) and α.
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Fig. 6. The rate-PSNR performance of Newspaper. (a) Expected texture video performance at different PLRs. (b) Expected syntheisized view performance at
different PLRs. (c) Side/central performance of texture videos. (d) Side/central performance of synthesized views.

plus two depth maps, which will enable the generation of consid-194

erably better virtual views at the cost of increased computation.195

We can simplify this synthesis process as described in [15].196

Compared with the original right view, disoccluded regions can197

be located easily since these regions are in fact holes.198

To determine the illumination-affected regions, the difference199

between the synthesized virtual view and the original view is first200

calculated. Regions with value differences larger than a certain201

threshold are identified as illumination-affected regions. The202

threshold for illumination-affected region will highly depend203

on the video contents and it is still an open topic yet. In our204

case, we set the threshold by a just noticeable difference(JND)205

[16]. JND is the least perceptible difference that human can206

notice. In [16], the JND calculation considered both the contrast207

and pattern complexity, which achieves very good performance.208

With a given sequence, its JND value is first calculated frame209

by frame, if a pixel difference between the warped view and the210

original view is larger than its corresponding JND value, it will211

be labeled as illumination-affected pixel. After the classification212

of these two types of regions, the remainder are regarded as 213

remaining regions that can be warped from the dominant view 214

with sufficiently good quality. Hence, the classification process 215

is quite simple. 216

Examples of region classification are presented in Fig. 4, 217

where the sequences Balloons [17] and UndoDancer [18] are 218

divided into regions of the three different types. The second and 219

third rows present the disoccluded and illumination-affected 220

regions, respectively, whereas the others show the remaining re- 221

gions. Here, illumination-affected regions are pixels in which the 222

value difference between the original view and the virtual view 223

is greater than its corresponding JND value. It can be observed 224

that disoccluded regions and illumination-affected regions ac- 225

count for only a small percentage of the entire image. Hence, 226

the allocation of a lower bit rate to the remaining regions, which 227

constitute a large percentage, could considerably reduce the to- 228

tal bit rate. Note that the classification applies to both the color 229

videos and the depth videos. For simplicity, for the depth maps, 230

we just use the classified maps determined for the color videos. 231
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Fig. 7. The rate-PSNR performance of Lovebird. (a) Expected texture video performance at different PLRs. (b) Expected syntheisized view performance at
different PLRs. (c) Side/central performance of texture videos. (d) Side/central performance of synthesized views.

B. Redundancy Allocation232

Based on the classified regions, we need to design an ef-233

fective redundancy allocation algorithm that considers region234

importance and network status to minimize the expected distor-235

tion, including both the real and virtual views, constrained by a236

fixed total rate. As shown in Fig. 2, additional data represent-237

ing the two views are required in comparison with the single238

description scheme (SDC), in which only one pair of views is239

encoded. The bitstream of the additional views provides redun-240

dancy. When the channel quality is not good and the packet241

loss rate is high, more bits should be assigned to the additional242

views. By contrast, fewer bits are required when the channel243

quality is good. Hence, redundancy allocation is a key problem244

in any MDC scheme. In practice, the disoccluded regions and245

illumination-affected regions should receive higher protection246

compared with the remaining regions.247

Since these three types of regions have different contributions248

to the overall performance, different levels of protection or re-249

dundancy should be allocated accordingly. Our final goal is to250

design a rate allocation strategy that considers the relationship251

among the different types of regions.252

First, we need to estimate the expected distortion (left view, 253

right view and virtual views) at the encoder end, considering the 254

network status and the classified regions, under the relevant con- 255

straint on the total bit rate. During this process, the distortions 256

of synthesized virtual views must be approximated. Then, we 257

can obtain the rate-distortion function for each region and con- 258

struct the relationship among the regions accordingly. Finally, 259

we can perform bit-rate allocation based on the different quanti- 260

zation parameter (QP) values calculated from the rate-distortion 261

functions. We will introduce the entire process in detail in the 262

following. 263

1) Expected Distortion: The expected total distortion should 264

include the distortions of the left and right views as well as of 265

synthesized virtual views. It can be evaluated as 266

D̄ = (1 − p)2(DL + DR + DV ) + p(1 − p)(D′
R + DL

+ DLV ) + p(1 − p)(D′
L + DR + DRV )

+ p2(D′′
L + D′′

R + D′′
V ) (1)

where D̄ denotes the total expected distortion and p is the packet 267

loss rate. The subscripts L and R denote the left and right views, 268
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Fig. 8. The rate-PSNR performance of Balloons. (a) Expected texture video performance at different PLRs. (b) Expected syntheisized view performance at
different PLRs. (c) Side/central performance of texture videos. (d) Side/central performance of synthesized views.

respectively, whereas the subscript V represents a synthesized269

virtual view. DL and DR represent the distortions of the left270

view and right view, respectively, when the dominant mode is271

used, whereas D′
L and D′

R are the corresponding distortions272

for the enhancement mode. DV is the distortion of the view273

synthesized using the dominant left and right views, whereas274

DLV and DRV are the distortions of the views synthesized275

using only the dominant left view or the dominant right view,276

respectively. Finally, D′′
L , D′′

R and D′′
V are the corresponding277

distortions with error concealment when the same frames are278

lost in both the left and right views. The distortions of the left279

and right views, such as DL , DR , D′
L , D′

R , D′′
L and D′′

R , can be280

calculated during encoding, whereas those of synthesized views281

must be estimated and approximated.282

The quality of a synthesized view depends on the qualities of283

the left view and right views as well as on the rendering mode. If284

the qualities of the left view and the right view are similar, then285

an averaging mode in which both views are equally important286

is preferred. Otherwise, an extrapolating mode that uses one287

dominant view with a higher weight is adopted. Hence, the288

virtual distortion can be represented as follows: 289

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

DV = E
((

αS(X̂L ) + (1 − α)S(X̂R )
)− XV

)2

DLV = E
((

αLS(X̂L ) + (1 − αL )S(X̂ ′
R )
)− XV

)2

DRV = E
((

αRS(X̂R ) + (1 − αR )S(X̂ ′
L )
)− XV

)2

(2)
where S() is the synthesis function that renders the left and 290

right views X̂L and X̂R into the virtual view; XV is the original 291

virtual view synthesized from the original left view XL and the 292

original right view XR ; and α, αL and αR are the rendering 293

mode parameters. For example, α can be set to 0.5 when the 294

left view and right view are of similar quality. In practice, the 295

rendering process is also affected by different types of regions. 296

Suppose that one view is designated as the dominant view; 297

then, most regions in the virtual view will be rendered from 298

this dominant view, whereas the disoccluded regions must be 299

rendered from the other view. 300
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Fig. 9. The rate-PSNR performance of Kendo. (a) Expected texture video performance at different PLRs. (b) Expected syntheisized view performance at different
PLRs. (c) Side/central performance of texture videos. (d) Side/central performance of synthesized views.

Since the three distortions DV , DLV and DRV can be cal-301

culated in a similar manner, we will simply discuss DV as an302

example.303

DV = E
((

αS(X̂L ) + (1 − α)S(X̂R )
)− XV

)2

= E
((

αS(X̂L ) + (1 − α)S(X̂R )
)

− (αS(XL ) + (1 − α)S(XR )
))2

= E
(
α
(
S(X̂L − XL )

)
+ (1 − α)

(
S(X̂R − XR )

))2

≈ α2DL + (1 − α)2DR

+ 2α(1 − α)E
(
S(X̂L − XV )S(X̂R − XV )

)

= α2DL + (1 − α)2DR

(3)
The virtual distortion primarily depends on the views to be304

rendered; hence, we approximate the distortions (S(X̂L ) −305

XV )2 and (S(X̂R ) − XV )2 as (X̂L − XL )2 = DL and 306

(X̂R − XR )2 = DR , respectively. In addition, E
(
S(X̂L − 307

XV )S(X̂R − XV )
)

is assumed to be zero since these two errors 308

are uncorrelated [1]. 309

In the same way, we can obtain the other two virtual distortion 310

formulas 311

{
DLV = α2

LDL + (1 − αL )2D′
R

DRV = α2
RDR + (1 − αR )2D′

L

(4)

2) Rate-Distortion Functions: In our scheme depicted in 312

Fig. 2, the left view is encoded as the base view and the right 313

view is encoded as the enhancement view in description 1, and 314

vice versa for description 2. We set the quality of the base view 315

as an anchor, and our key objective is to determine the quality 316

of the enhancement view depending on its region classification 317

and the network status. Let the bit rates of the base views be 318

RL and RR , whereas the bit rates of the enhancement views are 319

R′
L and R′

R . The problem can be expressed as follows: 320
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Fig. 10. The rate-PSNR performance of Bookarrival. (a) Expected texture video performance at different PLRs. (b) Expected syntheisized view performance at
different PLRs. (c) Side/central performance of texture videos. (d) Side/central performance of synthesized views.

⎧
⎨

⎩

min D̄ =
∑N

i=1 d̄[i]

s.t. Rt =
∑N

i=1(RL [i] + RR [i] + R′
L [i] + R′

R [i])
(5)

where d̄[i] denotes the expected distortion of the ith mac-321

roblock(MB) among N total MBs and Rt represents the limit322

on the total bit rate imposed by the available bandwidth. This323

problem can be solved using the standard Lagrangian approach324

as follows325

L = D̄ + λ

N∑

i=1

(RL [i] + RR [i] + R′
L [i] + R′

R [i]) (6)

where λ is the Lagrangian multiplier. Because the two descrip-326

tions are symmetric, we will take description 1 as an example.327

In description 1, the left view and right view are treated as the328

base view and enhancement view, respectively, whose bit rates329

are RL and R′
R , respectively. Using formula (1) and imposing330

�L = 0, we obtain331

∂L

∂RL,i
= (1 − p)2

(
∂DL,i

∂RL,i
+

∂DV,i

∂RL,i

)

+ p(1 − p)
(

∂DL,i

∂RL,i
+

∂D′
R,i

∂RL,i
+

∂DLV ,i

∂RL,i

)

+ λ = 0

(7)

∂L

∂R′
R,i

= p(1 − p)

(
∂D′

R,i

∂R′
R,i

+
∂DLV ,i

∂R′
R,i

)

+ λ = 0 (8)

Here,
∂D ′

R , i

∂RL , i
denotes the relationship between the distortion of 332

the right view and the rate of the left view. Generally, a good left 333

view will provide a good prediction of the right view, thereby re- 334

sulting in a low distortion of the right view. To bridge ∂DL , i

∂RL , i
and 335

∂D ′
R , i

∂R ′
R , i

directly, we need to approximate
∂D ′

R , i

∂RL , i
for the different 336

types of regions. First, for the disoccluded regions,
∂D ′

R , i

∂RL , i
= 337

0 because these regions cannot be predicted from the base 338

view. Second, regarding the illumination-affected regions, these 339
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Fig. 11. The rate-PSNR performance of Mobile. (a) Expected texture video performance at different PLRs. (b) Expected syntheisized view performance at
different PLRs. (c) Side/central performance of texture videos. (d) Side/central performance of synthesized views.

regions can be predicted, but not well; consequently the fol-340

lowing approximation is used:
∂D ′

R , i

∂RL , i
= 0.5 ∂DL , i

∂RL , i
. Finally, the341

remaining regions can be predicted very well; hence, we approx-342

imate
∂D ′

R , i

∂RL , i
= 1.0 ∂DL , i

∂RL , i
. We note that the values 0, 0.5 and 1343

coincide with the rendering mode parameter α and αL , elabo-344

rated as follows. For the disoccluded regions, α and αL should345

be zero since these regions exist only in the right enhancement346

view. For the illumination-affected regions, α and αL should be347

0.5 since these regions in both views have the same importance.348

For the remaining regions, since these regions can be rendered349

from the left view with sufficient good quality, α and αL are set350

to 1. Therefore, equation (7) can be simplified as351

∂L

∂RL,i
= (1 − p)2

(
∂DL,i

∂RL,i
+

∂DV,i

∂RL,i

)

+ p(1 − p)
(

(1 + α2)
∂DL,i

∂RL,i
+

∂DLV ,i

∂RL,i

)

+ λ = 0

(9)

By substituting both (2) and (4) into (9) and (8), we obtain 352

∂L

∂RL,i
= (1 − p)2

(
∂DL,i

∂RL,i
+ α

∂DL,i

∂RL,i

)

+ p(1 − p)
(

(1 + α2)
∂DL,i

∂RL,i
+ α2

L

∂DL,i

∂RL,i

)

+ λ = 0

(10)

∂L

∂R′
R,i

= p(1 − p)(
∂D′

R,i

∂R′
R,i

+ (1 − αL )2 ∂D′
R,i

∂R′
R,i

) + λ = 0

(11)

By combining (10) and (11), we can obtain the rate-distortion 353

function describing the relationship between the base view and 354

the enhancement view, 355

(
(1 + α2)(1 − p) + (1 + α2 + α2

L )p
)∂DL,i

∂RL,i

= p(2 − α2
L )

∂D′
R,i

∂R′
R,i

(12)
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Fig. 12. The rate-PSNR performance of Undodancer. (a) Expected texture video performance at different PLRs. (b) Expected syntheisized view performance at
different PLRs. (c) Side/central performance of texture videos. (d) Side/central performance of synthesized views.

3) QP Relationship: To obtain the relationship between the356

quantization parameters (QPs) of the two views, the standard357

H.264/AVC rate-distortion function is employed as follows358

∂D

∂R
= −0.85 ∗ 2

Q P −1 2
3 (13)

By inserting (13) into (12), we can obtain the QP values for the359

left base view and the right enhancement view:360

QP ′
R = QPL + 3 ∗ log2

×
(
(1 + α2)(1 − p) + (1 + α2 + α2

L )p
)

p(2 − α2
L )

(14)

where QPL and QP ′
R are the quantization parameters of the left361

base view and the right enhancement view, respectively. It can362

be observed that QP ′
R depends on the packet loss rate (PLR)363

p and on the weight parameters α and αL . Fig. 5 shows the364

relationship of ΔQP = QP ′
R − QPL with PLR, α and αL .365

Here, QPL is set to 21; therefore ΔQP is no larger than 30.366

We can observe that the larger the values of α and αL are, the367

higher ΔQP will be. Moreover, the lower the value of p is, the368

higher ΔQP will be. These two trends are intuitive. The entire369

rate-distortion function also applies to the quantization of the 370

depth maps. 371

The process of determining QP for description 2 is similar 372

to that for description 1. With the assigned QP of the base 373

view, we can calculate the QPs for each region under different 374

network status using (14); thus a redundancy allocation formula 375

is obtained. Note that QP is assigned on the macroblock(MB) 376

level. However, some MBs are likely to contain both disoccluded 377

pixels and general pixels.Hence, we need to calculate the ratios 378

representing the proportions of an MB that are occupied by 379

pixels of each different type. These ratios can be included in the 380

QP calculation because different types of regions have different 381

α and αL values. 382

III. EXPERIMENTAL RESULTS AND ANALYSIS 383

In this section, experiments are conducted using the following 384

video sequences:Newspaper (1024 × 768) [19], Lovebird (1024 385

× 768) [20], Balloons (1024 × 768) [17], Kendo (1024 × 768) 386

[17], BookArrival (1024 × 768) [21], Mobile (720 × 540) [18] 387

and UndoDancer (1920 × 1088) [18]. The depth information is 388

estimated versions for Newspaper, Lovebird, Balloons, Kendo 389
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TABLE I
DISOCCLUDED RATIO OF EACH SEQUENCE

Sequence Newspaper Lovebird Balloons Kendo Bookarrival Mobile Undodancer

Resolution 1024 × 768 1024 × 768 1024 × 768 1024 × 768 1024 × 768 720 × 540 1920 × 1088
disocclusion Ratio 0.088 0.0145 0.044 0.027 0.062 0.039 0.021

and BookArrival, whereas computer-generated (CG) depth is390

used for Mobile and UndoDancer. The description for the se-391

quences can be found in [22]. For each sequence, two texture392

plus two depth videos are encoded with 3D-AVC [23] [24] to393

generate one description. The virtual views are synthesized us-394

ing view synthesis reference software VSRS-1D-fast due to its395

fast and good performance [25], [26]. In detail, view 4 and view396

6 of Newspaper were used to synthesize virtual view 5. View 6397

and view 6 of Lovebird were used to synthesize virtual view 7.398

View 1 and view 3 of Balloons were used to synthesize virtual399

view 2. View 1 and view 3 of Kendo were used to synthesize400

virtual view 2. View 8 and view 10 of BookArrival were used401

to synthesize virtual view 9. View 4 and view 6 of UndoDancer402

were used to synthesize virtual view 5. View 1 and view 5 of403

UndoDancer were used to synthesize virtual view 3. The dis-404

tortions of the virtual views were calculated between the virtual405

view images synthesized from the original texture plus depth406

videos and those synthesized from the decoded texture plus407

depth videos.408

The described algorithm was implemented in the 3D-AVC409

reference software [27], and the important parameters are de-410

tailed in the following. The QP values for the base views were411

chosen from within a range of [22: 36] in step 2 to consider412

different rate-distortion points, whereas the QP ′ values for413

the enhancement views were determined using equation (14).414

The threshold for the illumination-affected regions is set as415

JND value frame by frame. Notice probably larger gain can416

be achieved if this threshold is set frame by frame according417

to video contents. However, high computation should be intro-418

duced to get this threshold. For description 1, the left view and419

right view were treated as the base view and enhancement view,420

respectively. The opposite view allocation was applied in de-421

scription 2. Ultimately, the QP ′ values lay in the range [QPP ,422

51]. The IPPP coding structure was used throughout the entire423

experiment and each row of MBs in each frame was encoded424

in one slice, which was then carried in one transport packet.425

This entire configuration was chosen to be similar to that used426

in the rate-distortion-optimized mode switching method [28] to427

facilitate a comparison of the results.428

All experiments were performed in two parts: one to in-429

vestigate the expected performance and one to investigate the430

side/central performance at different PLRs. For each part, the431

results for the left/right views and synthesized virtual views are432

presented separately. Here, the bit rate includes both descrip-433

tions (textures plus depth maps) used in our scheme. For the434

expected performance assessment, the Bernoulli channel model435

was adopted, and the performance was measured in terms of the436

average luminance peak signal-to-noise ratio (PSNR) obtained437

in 50 independent transmission trials. Side/central curves are438

presented to represent the performance for the case in which 439

only one channel is working or both channels are working, 440

where the side performance is measured as the average of the 441

two side distortions. Three different packet loss rates of 10%, 442

5%, and 1% were selected for testing. Error-free results of single 443

description coding are also presented for comparison. 444

Since the MVD coding structure is still new, few MDC 445

schemes for this format have been introduced. However, sev- 446

eral efficient error-resilient algorithms have been proposed for 447

this format and thus can be considered for comparison here [28], 448

[29], [30]. In [28], a rate-distortion-optimized mode switching 449

(RDOMS) scheme was proposed that attempts to optimize the 450

mode decision process considering the end-to-end distortion for 451

error-resilient MVD. Bruno Macchiavello et al. have proposed a 452

loss-resilient coding technique for free-view point videos [30]. 453

The results of these two schemes on the Newspaper and Lovebird 454

sequences are also reported here. To save room in the figures, 455

our region-based multiple description scheme is abbreviated as 456

RB-MDC, whereas T and S are used to represent a texture view 457

and a synthesized view, respectively. To quantify the impairment 458

caused by the introduced redundancy, we also include the results 459

of the single description scheme (SDC), that is, the results of 460

the classical 3D-AVC method. 461

In Subfigure a) and Subfigure b) of Figs. 6 and 7, the ex- 462

pected performances for the left/right views and synthesized 463

views, respectively, are presented. It can be observed that our 464

scheme is considerably superior to RDOMS [28], with gains 465

of up to 2 dB on both the texture images and the synthesized 466

views. However, when the bit rate is lower, the gains are rela- 467

tive smaller since our scheme is much more effective at normal 468

and high bir tate cases. Note that the results of RDOMS and 469

Bruno Macchiavello’s scheme were obtained from [28]. There 470

are many configuration parameters that can be modified during 471

encoding, and we tried our best to make the configuration as 472

similar as possible to that used in [28]. Furthermore, RDOMS 473

only optimizes the mode selection, whereas our approach intro- 474

duces MDC. Consequently, it is not truly fair to compare these 475

schemes with ours since MDC has an advantage when the packet 476

loss rate is high. However, this 2 dB gain still demonstrates the 477

effectiveness of the proposed scheme. 478

In Figs. 6 and 7, the curves for the single description scheme 479

in the error-free case are also included. We note that the gap 480

between the error-free case and the proposed method is small 481

when the bit rate is high because our bit allocation strategy can 482

achieve better performance at higher bit rates. When the bit rate 483

is lower, the three curves at the different PLRs tend to be very 484

close. This is mainly because of the higher QP for a lower bit 485

rate. On the one hand, a large QP will cause many macroblocks 486

to be processed in skip mode, meaning that our bit allocation 487
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Fig. 13. Subjective visual results for Balloons

based on ΔQP will not work. On the other hand, with a large QP,488

we have less freedom to tune ΔQP because QP + ΔQP can-489

not be larger than 51 according to the H.264/AVC standard. For490

comparison, the results for the SDC scheme with PLR = 0.10491

and PLR = 0 are also included. It can be observed that the pro-492

posed scheme is far superior to the SDC scheme in the presence493

of packet loss, in terms of both texture video performance and494

synthesized view performance. Moreover, packet loss affects495

the synthesized view performance more than the texture video496

performance since the synthesis depends on both the texture and497

depth images.498

Subfigure (c) and Subfigure (d) of Figs. 6 and 7 present the499

side/central performances for the texture views and the syn-500

thesized views, respectively. Here, the performance of left and501

right views are averaged to provide that of texture view. We502

can observe that different trade-offs between side and central503

performance can be achieved under different channel statuses.504

In addition, the packet loss rate affects the introduced redun-505

dancy; a higher PLR corresponds to a higher redundancy. For506

example, the best side performance is achieved for a high PLR 507

(0.10), whereas the best central performance is observed at a 508

low PLR (0.01). We can determine the additional bit-rate cost 509

for our central description that is required to achieve the same 510

PSNR as that in the error-free SDC case, which is equivalent to 511

the introduced redundancy. The different side description curves 512

represent the performances achieved with different redundancy 513

allocations when only one channel is working. We find that all 514

performances are acceptable, even when one channel is com- 515

pletely nonfunctional. Note that the gain originates from our 516

effective bit-rate allocation strategy for both the color videos 517

and the depth maps. 518

Figs. 8–12 present the rate-PSNR performances on the Bal- 519

loons, Kendo, BookArrival, Mobile and UndoDancer video se- 520

quences. These results confirm that the proposed technique 521

exhibits good behavior regardless of the video content and res- 522

olution. Note that we treat holes as disoccluded regions. Hence, 523

for depth maps that contain excessive noise, many holes or 524

disocclusion regions will be generated and the efficiency of 525
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the proposed scheme will be affected. In the extreme case in526

which there are no holes or disoccluded regions, our scheme527

can achieve the maximum bit-rate savings and is the most ef-528

fective. In the contrast, if the baseline it too large, many large529

holes will be generated. Our scheme will cost too many bits to530

deal with this situation. However, general baseline are not too531

larger, otherwise we cannot get a good 3D feeling. The disoc-532

clusion ratio for each sequence is listed in Table I. For example,533

Balloons contains relatively few disoccluded and illumination-534

affected regions; thus, its total redundancy is relatively low,535

and its expected performance is the best among all three se-536

quences with the same resolution. Newspaper contains rela-537

tively more disoccluded and illumination-affected regions, and538

consequently, its expected performance is relatively worse. As539

for Mobile and UndoDancer with CG depth map, it is not fair540

to compare these sequences with the other four sequences since541

they have different resolution and bit-rate ranges. In fact, depth542

map of UndoDancer and UndoDancer have few disoccluded543

and illumination-affected regions, without any noise in depth544

maps; hence, for a good fixed central performance, its side per-545

formance and central performance are relative closer compared546

with the results of other sequences, due to its low introduced547

redundancy.548

In addition to objective results, some subjective results are549

provided in Fig. 13. Here, the 10th frame of Balloon in view 1,550

together with the 10th frame in its corresponding synthesized551

view, are selected to demonstrate the performance. Our RB-552

MDC are configured at packet loss rate 5%. In order to evaluate553

the performance, the results of single description (SDC) case are554

included, in which the total bit rates of our MDC scheme and555

that of SDC are tuned to be similar as 5000 kbps. Since there556

are redundancy inserted in RB-MDC scheme, the results of557

ours is at disadvantage compared with that of SDC at error free558

case. In fact, there are some distortion around the balloons and559

trees, however, we cannot notice big visual difference between560

ours and that of SDC. Particularly, the side visual results that561

supposes one description is broken down are also very good,562

which demonstrate the efficiency of our scheme.563

IV. CONCLUSION564

In this paper, a region-based multiple description coding565

scheme for multiview video plus depth is proposed. First, re-566

gions are classified into disoccluded, illumination-affected and567

remaining regions according to their contributions to the virtual568

view to be synthesized. Second, an optimized expected rate-569

distortion function is designed based on both the texture video570

distortions and synthesized view distortions. By assigning dif-571

ferent quantization parameters to the three types of regions de-572

pending on the channel status, we can minimize the expected573

distortion. Compared with traditional error-resilient 3D-AVC574

schemes, the proposed scheme can achieve gains of up to 2 dB575

in the case of packet loss. In addition, different prioritizations576

between side and central performance can be applied under dif-577

ferent channel conditions, which is a desirable feature of any578

MDC scheme. An analysis of the experimental results shows579

that the proposed MDC scheme is a promising approach for 580

the transmission of MVD-format 3D videos over error-prone 581

channels. 582

It should be noted that our scheme achieves much better 583

performance when the bit rate is higher. This is because our 584

rate allocation strategy is more accurate at higher bit rates by 585

virtue of the larger possible range of ΔQP . In addition, the 586

performance of our scheme is also affected by the quality of 587

the depth maps. If noise is present in the depth maps, such as 588

noise due to depth estimation, irregular holes will be generated 589

and the coding efficiency will consequently deteriorate. Hence, 590

depth maps acquired via time-of-flight sensors must be subjected 591

to noise reduction processing, which may be investigated in our 592

further work. 593
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