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Pairwise Prediction-Error Expansion for
Efficient Reversible Data Hiding

Bo Ou, Xiaolong Li, Yao Zhao, Senior Member, IEEE, Rongrong Ni, Member, IEEE,
and Yun-Qing Shi, Fellow, IEEE

Abstract— In prediction-error expansion (PEE) based
reversible data hiding, better exploiting image redundancy
usually leads to a superior performance. However, the
correlations among prediction-errors are not considered and
utilized in current PEE based methods. Specifically, in PEE, the
prediction-errors are modified individually in data embedding.
In this paper, to better exploit these correlations, instead of
utilizing prediction-errors individually, we propose to consider
every two adjacent prediction-errors jointly to generate a
sequence consisting of prediction-error pairs. Then, based on
the sequence and the resulting 2D prediction-error histogram, a
more efficient embedding strategy, namely, pairwise PEE, can be
designed to achieve an improved performance. The superiority
of our method is verified through extensive experiments.

Index Terms— Pairwise prediction-error expansion (pair-
wise PEE), reversible data hiding (RDH), 2D prediction-error
histogram (2D PEH).

I. INTRODUCTION

DATA hiding offers a way to embed data into cover
medium for the purposes of ownership protection,

authentication, fingerprinting, secret communication and anno-
tation [1]–[3], etc. In most data hiding algorithms, the cover
data is destroyed permanently and cannot be exactly restored
after the embedded message is extracted. Recently, a new
data hiding technique, namely, reversible data hiding (RDH)
[4]–[6], is proposed, in which both the cover data and the
embedded message can be extracted from the marked content.
This specific data hiding technique has been found to be useful
in the military, medical and legal fields, where the recovery
of the original content is required after data extraction.
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Up to now, various RDH algorithms have been proposed,
e.g., compression based algorithms [7]–[11], difference expan-
sion (DE) based algorithms [12]–[16], histogram shifting (HS)
based algorithms [17]–[19], prediction-error expansion (PEE)
based algorithms [20]–[34] and integer-to-integer transform
based algorithms [35]–[41], etc. Besides, some RDH analyses
about theoretical capacity limit subjected to admissible distor-
tion have also been given [42]–[44]. Among these techniques,
PEE is widely applied nowadays due to its efficient capacity-
distortion trade-off.

PEE was first proposed by Thodi and Rodriguez [20], in
which the difference between the pixel and its prediction
is expanded for data embedding. Compared with DE and
HS based methods, PEE has a superior performance since
the derived prediction-error histogram (PEH) is more sharply
distributed. Afterwards, Hu et al. [22] proposed an effective
location map for PEE with smaller size, and thereby increased
the capacity. Sachnev et al. [23] proposed to sort prediction-
errors according to the local variance and then process them
in the sorted order. Compared with previous methods, the
embedding on the sorted prediction-errors introduces less
distortion especially for low capacities. Li et al. [29] proposed
to adaptively embed two bits in a smooth pixel and one bit in
a rough one, and thus obtained a better performance for high
capacities. Coltuc [39] proposed a novel PEE based transform
by modifying not only the current pixel but also its three
context pixels. Since the total changes on four pixels are
guaranteed to be smaller than that of only modifying one pixel,
this method introduces less distortion than the ones based
on high-performance predictors such as median-edge-detector
(MED) and gradient-adjusted-predictor (GAP).

The prior PEE methods mainly focus on exploiting inter-
pixel correlations, but have not considered the correlations
within adjacent prediction-errors. That is, a prediction-error
may be guessed from its neighbors, and this type of corre-
lations can also be utilized to further reduce the distortion.
However, the one-dimensional prediction-error histogram (1D
PEH) employed in the conventional PEE, as a low-dimensional
projection of image data, is not capable of reflecting such
complex dependencies. From this point of view, it is therefore
important to formulate a new paradigm of PEE in a higher
dimensional space to better exploit these correlations.

In this paper, a novel RDH framework based on the so-
called pairwise PEE is proposed. In contrast to the prior PEE
methods, we first take every two adjacent prediction-errors as a
unit to generate a sequence consisting of prediction-error pairs,
then obtain a two-dimensional prediction-error histogram
(2D PEH), and finally, embed data by using pairwise PEE,
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i.e., by expanding or shifting the 2D PEH bins. Compared with
the conventional PEE, pairwise PEE can better exploit image
redundancy and achieve an improved performance. In addition,
inspired by our previous work [29], a refined pixel-selection
technique is utilized to preferentially process the pixels located
in smooth image regions, and this may further enhance the
embedding performance. Experimental results verify that the
proposed method outperforms some state-of-the-art works.

The remainder of this paper is organized as follows. In
Section II, the main idea of pairwise PEE is introduced.
Then, the proposed RDH method is described in details in
Section III. The experimental results are given in Section IV.
Finally, Section V concludes this paper.

II. RDH FRAMEWORK BASED ON PAIRWISE PEE

In this section, the basic principle of the conventional
PEE used for 1D PEH is reviewed at first in Section II-A.
Then, the superiority of 2D PEH over 1D PEH in design-
ing efficient RDH is explained in Section II-B. Finally, the
proposed pairwise PEE technique used for 2D PEH is pre-
sented in Section II-C. The effectiveness of pairwise PEE
in terms of capacity-distortion behavior is also discussed in
Section II-C, and one can see that the proposed embedding
technique usually provides a better performance compared
with the conventional PEE.

A. Conventional PEE

The PEE embedding procedure contains three steps.

1) Predict image pixels to obtain a prediction-error
sequence. First, under a specific scan sequencing, the
cover image pixels are collected into a one-dimensional
sequence as (x1, x2, . . . , xN ). Then, a predictor is used
to determine the prediction of xi denoted as x̂i . Next, the
prediction-error is computed by ei = xi − x̂i (suppose
here for simplicity that x̂i is an integer). Finally, the
prediction-error sequence (e1, e2, . . . , eN ) is derived.

2) Generate the PEH by counting the frequencies of
prediction-errors. That is, the PEH is defined as

h(k) = #{1 ≤ i ≤ N : ei = k} (1)

where # denotes the cardinal number of a set. Usually,
the PEH obeys a Laplacian-like distribution centered at 0
or close to 0. The more sharply the PEH distributes, the
less distortion is for embedding the same amount of bits.

3) Embed data by modifying the PEH through expansion
and shifting. Specifically, for each prediction-error ei ,
it is expanded or shifted as

e′
i =

⎧

⎨

⎩

2ei + b, if ei ∈ [−T, T )
ei + T, if ei ∈ [T,+∞)
ei − T, if ei ∈ (−∞,−T )

(2)

where T is a capacity-dependent integer-valued
parameter, and b ∈ {0, 1} is a to-be-embedded data
bit. Here, the bins in [−T, T ) are expanded to embed
data, and those in (−∞,−T ) ∪ [T,+∞) are shifted
outwards to create vacancies. Finally, each pixel value xi

is modified to x ′
i = x̂i + e′

i to obtain the marked image.

Fig. 1. Transformation of prediction-errors in conventional PEE. (a) T = 1.
(b) T = 2.

For the above PEE embedding, the capacity EC is

EC =
T −1
∑

k=−T

h(k). (3)

And the embedding distortion E D in terms of l2-error can be
formulated as

E D =
T −1
∑

k=−T

(

k2 + k + 1

2

)

h(k)+ T 2
( −T −1

∑

k=−∞
h(k)+

+∞
∑

k=T

h(k)

)

(4)
since the average distortion for a pixel is

‖x ′
i−xi‖2 = ‖e′

i−ei‖2 =
{ 1

2

∑

b∈{0,1}(ei + b)2 = e2
i + ei + 1

2 , if ei ∈ [−T, T )

T 2, otherwise.
(5)

Intuitively, setting a larger expansion range [−T, T ) results in
the increase of both capacity and distortion.

In PEE extraction procedure, the original prediction-error ei

is recovered from the marked prediction-error e′
i as

ei =
⎧

⎨

⎩

⌊

e′
i/2

⌋

, if e′
i ∈ [−2T, 2T )

e′
i − T, if e′

i ∈ [2T,+∞)
e′

i + T, if e′
i ∈ (−∞,−2T )

(6)

where �·	 is the floor function. The embedded bits are
extracted as the least significant bit (LSB) of those e′

i ∈
[−2T, 2T ). Finally, the cover image is restored using the
recovered prediction-errors. Notice that, to guarantee the
reversibility, the prediction values used in extraction should
be the same as in embedding.

To better illustrate PEE, the transformation of prediction-
errors in terms of mapping is shown in Fig. 1, for the cases
of T = 1 and T = 2. For example, when T = 1, the mapping
between ei and e′

i is

• ei = 0 −→ e′
i ∈ {0, 1},

• ei = −1 −→ e′
i ∈ {−1,−2},

• ei > 0 −→ e′
i = ei + 1,

• ei < −1 −→ e′
i = ei − 1.

B. 2D PEH

We first show that the prediction-error sequence
(e1, e2, . . . , eN ) used in PEE is not independently distributed.
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In fact, adjacent prediction-errors are usually highly
correlated. For example, the correlation within two adjacent
prediction-errors ei and ei+1, which is computed by

| ∑N−1
i=1 (ei − e)(ei+1 − e)|

√

∑N−1
i=1 (ei − e)2

√

∑N−1
i=1 (ei+1 − e)2

(7)

is 0.213 for the standard 512 × 512 sized gray-scale image
Lena, 0.294 for Baboon, 0.293 for Airplane and 0.575 for
Barbara, where e is the mean of (e1, e2, . . . , eN ). This cor-
relation coefficient (7) ranges from 0 to 1, and the larger
the value, the more correlated the two prediction-errors. It is
verified that ei and ei+1 are correlated to some extent, or
even highly correlated for some specific images (e.g., Barbara).
Here, rhombus prediction is used to generate the prediction-
error sequence, i.e., the prediction of a pixel is the average
value of its four nearest neighboring pixels.

To our knowledge, to improve the embedding performance,
previous PEE based works mainly focus on how to better
exploit inter-pixel correlations to derive a sharply distributed
PEH. After PEH is generated, the prediction-errors are modi-
fied individually for data embedding. However, the correlations
within prediction-errors are not utilized in this individually
modification strategy. Hence, to achieve a better performance
in RDH, we propose to consider 2D PEH where the correla-
tions within prediction-errors can be exploited.

We now define the 2D PEH and prove its advantage in
RDH over the 1D PEH. By considering every two adja-
cent prediction-errors together, the sequence (e1, e2, . . . , eN )
can be transformed into a new one (e1, e2, . . . , eN/2) with
ei = (e2i−1, e2i ) (suppose for simplicity that N is even), and
the associated 2D PEH is

g(k1, k2) = #{1 ≤ i ≤ N/2 : e2i−1 = k1, e2i = k2}. (8)

For convenience, the sequences (e1, e2, . . . , eN ),
(e1, e3, . . . , eN−1), (e2, e4, . . . , eN ) and (e1, e2, . . . , eN/2)
are denoted as E , Eodd , Eeven and E∗, respectively. Clearly,
it can be assumed that

H (E) = H (Eodd) = H (Eeven) (9)

where the function H calculates the entropy of a distribution.
Then, the entropy of E∗ satisfies

H (E∗)= H (Eodd, Eeven) ≤ H (Eodd)+H (Eeven) = 2H (E)

(10)

and the equality holds if and only if Eodd and Eeven are
independent. However, as mentioned above, Eodd and Eeven

are usually correlated. So, we have

H (E∗)
2

< H (E). (11)

It demonstrates that the average number of bits required to
represent a prediction-error in E∗ is less than in E . In other
words, compared with E , E∗ can better decorrelate the image
data and has a potential to yield an improved RDH.

Moreover, to clarify (11), the entropies H (E) and H (E∗)/2
for six standard test images are given in Table I. One can see

TABLE I

ENTROPIES H (E) AND H (E∗)/2, FOR SIX IMAGES INCLUDING LENA,

BABOON, AIRPLANE, BARBARA, LAKE AND BOAT

that (11) holds for these commonly used test images. The
theoretical result in (11) is then verified experimentally.

Finally, we illustrate that the conventional PEE in 1D
PEH can also be implemented in 2D PEH. Specifically, the
transformation of prediction-errors in the conventional PEE
(see Fig. 1) can be redefined for prediction-error pairs in
an equivalent way. In particular, in the case of T = 1, the
mapping in Fig. 1(a) is in fact equivalent to the one shown in
Fig. 2, in which the new mapping represents the transformation
of prediction-error pairs. To better describe Fig. 2, some
examples illustrating the transformation of prediction-error
pairs are given below.

• For the pair (e2i−1, e2i ) = (0, 0), in the 1D mapping
shown in Fig. 1(a), e2i−1 is expanded to 0 or 1 to embed
a data bit b1 ∈ {0, 1}, e2i is also expanded to 0 or 1 to
embed another data bit b2 ∈ {0, 1}. Accordingly, in the
2D case shown in Fig. 2, the pair (0, 0) is expanded to
(0, 0), (0, 1), (1, 0) and (1, 1) when (b1, b2) is (0, 0),
(0, 1), (1, 0) and (1, 1), respectively.

• For (e2i−1, e2i ) = (2, 0), in 1D case, e2i−1 is shifted to
3, and e2i is expanded to 0 or 1 to embed a data bit
b ∈ {0, 1}. So, in 2D case, the pair (2, 0) is expanded to
(3, 0) if b = 0, and (3, 1) if b = 1.

• For (e2i−1, e2i ) = (1, 2), in 1D case, e2i−1 and e2i are
shifted to 2 and 3, respectively. So, in 2D case, the pair
(1, 2) is shifted to (2, 3).

With the above illustration, we see that the conventional PEE
can be implemented in an equivalent way by modifying the
2D PEH. This paradigm of PEE provides us a new way
to design RDH. We will see later that, by extending the
expansion and shifting techniques used in 1D PEH to 2D PEH,
the conventional PEE can be improved according to a more
reasonable histogram modification strategy on 2D PEH.

C. Pairwise PEE

Since 2D PEH can better reflect the complex dependencies
in image data than 1D PEH, it is valuable to utilize 2D PEH to
design RDH. In this work, the histogram modification strategy
based on 2D PEH is called pairwise PEE, in which the data
embedding is implemented by expanding and shifting the bins
of 2D PEH. Pairwise PEE is a natural extension of the conven-
tional PEE in higher dimensional space. Based on 2D PEH,
various histogram modification strategies can be designed with
different performance. Actually, the conventional PEE shown
in Fig. 2 is a special case of pairwise PEE. However, we will
see later that this specific pairwise PEE is far from efficient.
In fact, a reasonable histogram modification strategy directly
contributes to a superior RDH performance.

We now present our pairwise PEE strategy to enhance the
conventional PEE shown in Fig. 2. Notice that, we do not
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Fig. 2. Transformation of prediction-error pairs in conventional PEE, for T = 1.

Fig. 3. Proposed pairwise PEE.

intent to analyze every possible case of pairwise PEE, but
investigate the generic case that leads to insightful results. In
doing so, here we only consider the case that the maximum
modification to each pixel value is restricted to 1.

Our idea is straightforward. We want to expand or shift
bins in a less distorted direction as much as possible. For
example, for the pair (0, 0) in Fig. 2, it is embedded with
2 bits (b1, b2), and the distortion is 0, 1, 1 and 2 when
(b1, b2) is (0, 0), (0, 1), (1, 0) and (1, 1), respectively. In
this case, the cost for mapping (0, 0) to (1, 1) is 2, while
mapping (0, 0) to (0, 0), (0, 1) or (1, 0) costs much less.
So, to reduce the distortion, the directions with high dis-
tortion, e.g., mapping (0, 0) to (1, 1), should be discarded.
Based on this consideration, we propose a new 2D mapping

as shown in Fig. 3. In this new mapping, for each pair
in {(0, 0), (0,−1), (−1, 0), (−1,−1)}, it is embedded with
log2 3 bits instead of 2 bits in the conventional PEE. Moreover,
since the mappings between (0, 0) and (1, 1), (0,−1) and
(1,−2), (−1, 0) and (−2, 1), (−1,−1) and (−2,−2), are
discarded, each pair in {(1, 1), (1,−2), (−2, 1), (−2,−2)} can
be embedded with 1 bit in the new mapping while they are
just shifted in the conventional PEE.

The capacity-distortion performance of the proposed pair-
wise PEE is analyzed as follows. One can see later that the new
method outperforms the conventional PEE. For convenience,
the 2D bins are classified into four types A, B , C and D.
Fig. 4 shows the classification for the first quarter of 2D PEH.
The classifications for the other three quarters are similar
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Fig. 4. Classification of 2D bins for the first quarter of 2D PEH.

TABLE II

CAPACITIES (IN BITS) OF THE CONVENTIONAL PEE (T = 1) AND THE

PROPOSED PAIRWISE PEE, FOR SIX IMAGES INCLUDING LENA, BABOON,

AIRPLANE, BARBARA, LAKE AND BOAT

to the first one and the illustrations are omitted. With this
classification, the capacities of the conventional PEE and the
proposed pairwise PEE, denoted as ECcon and ECpro, can be
written as

ECcon =2
∑

e∈A

g(e) +
∑

e∈C

g(e) (12)

and

ECpro = log2 3
∑

e∈A

g(e) +
∑

e∈B

g(e) +
∑

e∈C

g(e) (13)

where g is the 2D PEH defined in (8). On the other hand, the
distortion in terms of l2-error of the conventional PEE and the
proposed pairwise PEE, denoted as E Dcon and E Dpro, can be
formulated as

E Dcon =
∑

e∈A

g(e)+2
∑

e∈B

g(e)+ 3

2

∑

e∈C

g(e)+2
∑

e∈D

g(e) (14)

and

E Dpro = 2

3

∑

e∈A

g(e) +
∑

e∈B

g(e) + 3

2

∑

e∈C

g(e) + 2
∑

e∈D

g(e).

(15)
According to (14) and (15), compared with the conventional

PEE, we claim that the distortion of the proposed pairwise PEE
is less, since

E Dcon − E Dpro = 1

3

∑

e∈A

g(e) +
∑

e∈B

g(e) > 0. (16)

For the capacity, according to (12) and (13), we have

ECcon − ECpro ≈ 0.415
∑

e∈A

g(e) −
∑

e∈B

g(e). (17)

By this equation, although we cannot demonstrate theoretically
that the capacity could be increased by our method, one can
expect that the capacity will not change too much. Referring to
Table II, our capacity is in fact larger than that of conventional
PEE in most cases. For this table, we apply (12) and (13)

Fig. 5. Scan order for shadow pixels (from left to right and top to bottom,
two lines by two lines).

Fig. 6. Context of a shadow pixel pair.

directly to a prediction-error sequence obtained by using the
rhombus prediction.

Based on the above analysis, we conclude that the proposed
pairwise PEE is better than the conventional PEE in terms
of capacity-distortion trade-off. The detailed data embedding
and extraction procedures are given in next section, and
the experimental results confirming our superiority will be
reported in Section IV.

III. IMPLEMENTATION OF PROPOSED

PAIRWISE PEE SCHEME

The equilateral parallelogram pattern in Sachnev et al.’s
method [23] is used in our work for prediction (see Fig. 5),
in which the cover image is divided into two sets denoted as
“shadow" and “blank". Notice that the first line of cover image
is excluded in the partition of shadow and blank since it will
be used to embed some parameters for the purpose of blind
extraction.

The embedding based on equilateral parallelogram pattern is
also called double-layered embedding as the twice embedding
should be processed to cover the whole image, and the predic-
tion of blank pixels are processed only when the embedding of
shadow pixels is completed. Since the two layers’ embedding
are processed similarly, we only take the shadow layer for
illustration.

First, the shadow pixels are collected into a sequence
(x1, x2, . . . , xN ) in a defined order as shown in Fig. 5. Then,
for a shadow pixel, the rhombus prediction is computed using
its four nearest blank pixels. Here, the prediction value is
rounded up if it is not an integer. Finally, after the prediction-
error sequence (e1, e2, . . . , eN ) is generated, it is divided into
pairs by taking ei = (e2i , e2i−1).
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Fig. 7. Comparisons in terms of capacity-distortion performance.

In addition to pairwise PEE, a refined pixel-selection tech-
nique motivated by our previous work [29] is also utilized in
the proposed method. The objective of pixel-selection is to
put prediction-error pairs in a decreasing order of prediction
accuracy, so that the pairs with small magnitudes are processed
first. A common way to determine whether a prediction is
accurate or not is to calculate its local complexity. Specifically,
for a pair ei , its local complexity LC(ei ) is computed as
follows (see Fig. 6)

LC(ei ) = |p1− p2|+|p2− p3|+|p3− p4|+|p4− p1|
+|p3− p6|+|p6− p5|+|p5− p4|+|p4− p7|+|p3− p8|. (18)

It is the sum of absolute differences between diagonal blank
pixels in the 4 × 4 sized neighborhood. A small LC indicates

that the pair is located in a smooth image region and should
be used preferentially for data embedding. The simplicity
and efficiency are the main advantages of this pixel-selection
strategy, yet a more complex measure may have a more suc-
cessful selection on pixels. By setting a threshold ρ, the pairs
satisfying LC(ei ) ≤ ρ are utilized in data embedding while
the others are skipped. For a specific payload, ρ is determined
as the smallest integer such that it can ensure the enough
capacity.

For blind extraction and restoration, some side information
need to be embedded into cover image as well. In our method,
the side information includes

• Location map: During the embedding process, some pix-
els may encounter the overflow/underflow problem, i.e.,
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TABLE III

COMPARISONS IN TERMS OF PSNR (dB) FOR A

CAPACITY OF 10,000 BITS

TABLE IV

COMPARISONS IN TERMS OF PSNR (dB) FOR A

CAPACITY OF 20,000 BITS

the gray-scale value of a pixel after data embedding may
be out of the range [0, 255]. To prevent this, a preprocess
should be done to adjust these pixel values into a reliable
range. Since the modification to each pixel value is at
most 1 in our method, only border-valued pixels need
to be adjusted as follows. We modify xi to 254 if it
is 255 and to 1 if it is 0. Meanwhile, each modified
pixel is marked with 1 in a location map while the others
are marked with 0. Then the location map is losslessly
compressed to further reduce its size.

• Three parameters: the pixel-selection threshold ρ, the
compressed location map size and the message size.
For a 512 × 512 sized gray-scale image, 12 +
18 + 18 = 48 bits are sufficient to encode these
parameters.

In our method, the three parameters are embedded into
LSBs of the first line of cover image using LSB replacement,
and should be extracted first at data extraction phase. The
replaced LSBs of the first-line pixels and the compressed
location map will be embedded into the cover image as a
part of payload. That is, the embedded payload includes three
parts: the replaced LSBs, the compressed location map and
the secret message.

We now describe in details the embedding and extraction
procedures for the shadow layer. Notice that here, the same
as the method of Sachnev et al. [23], the shadow and blank
layers are embedded equally, i.e., each layer is embedded with
half of secret message bits.

Embedding Procedure
• Step 1. Except first-line pixels, adjust the values of

boundary-valued pixels into the reliable range, and con-
struct the location map accordingly. Then losslessly com-
press the location map.

Fig. 8. Comparisons on the Kodak image database, for capacities of 10,000
and 20,000 bits.

• Step 2. Predict shadow pixels in the scan order as
shown in Fig. 5, and then determine the prediction-
error pair sequence (e1, e2, . . . , eN ) as mentioned above.
For each ei , calculate its local complexity LC(ei )
using (18).

• Step 3. Empty LSBs of some first-line pixels to make
room for the embedding of the three parameters. Take the
replaced LSBs and compressed location map as a part of
payload.

• Step 4. Find the smallest integer ρ such that there
are enough pairs to embed the payload including the
replaced LSBs, the compressed location map and the
secret message bits.

• Step 5. Using LSB replacement, embed the values of ρ,
the compressed location map size and the message size
into LSBs of some first-line pixels.

• Step 6. Process the prediction-error pairs satisfying
LC(ei ) ≤ ρ to embed the payload. The modifications on
these pairs are based on the proposed pairwise PEE shown
in Fig. 3. After this step, the shadow layer embedding is
completed.

Extraction Procedure

• Step 1. By reading LSBs of some first-line pixels, deter-
mine the values of the three parameters.

• Step 2. Use the same prediction and scan order
to obtain the marked prediction-error pair sequence
(e′

1, e′
2, . . . , e′

N ). For each e′
i , compute its local complex-
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Fig. 9. Histograms of gain in PSNR by comparing our method with Sachnev et al.’s and Li et al.’s on BOSSbase v1.01 image database, for capacities of
10,000 and 20,000 bits. (a) Comparison with Sachnev et al.’s method. (b) Comparison with Li et al.’s method. (c) Comparison with Sachnev et al.’s method.
(d) Comparison with Li et al.’s method.

ity LC(e′
i ) which is the same as the one used in the

embedding phase.
• Step 3. Process the pairs satisfying LC(e′

i ) ≤ ρ. The
recovery of these pairs is implemented by the inverse
mapping of the proposed pairwise PEE, and the embed-
ded payload is extracted from the pairs with type A, B
and C (see Fig. 4).

• Step 4. After the embedded payload is extracted, the loca-
tion map and replaced LSBs can be obtained. According
to the location map, the pixels marked with 1 will be
further revised and their original values can be restored.

• Step 5. Recover the first-line pixels by the extracted
LSBs. Finally, the original shadow pixels are recovered.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, the capacity-distortion performance of the
proposed method is evaluated by comparing it with some state-
of-the-art works including Luo et al. [25], Sachnev et al. [23],
Dragoi and Coltuc [31] and Li et al. [29].

The first experiment, as shown in Fig. 7, is enforced on six
standard 512 × 512 sized gray-scale images: Lena, Baboon,
Airplane, Barbara, Lake and Boat. Here, except Barbara, the
other five images are downloaded from the USC-SIPI data-
base1. Since the maximum modification of each pixel value is
1 in the proposed method, our capacity is limited (e.g., about
0.263 bits per pixel for Lena image). For comparison, only the
low capacity cases are considered. That is, the capacity range
is limited from 10,000 bits to the maximum of our method with
a step size of 1,000 or 2,000 bits. According to Fig. 7, one can

1http://sipi.usc.edu/database/database.php?volume=misc

Fig. 10. Histogram of gain in capacity for the equal distortion rate
of 55 dB.

see that the proposed method outperforms these state-of-the-
art works. Our method can provide a larger PSNR whatever
the test image or capacity is. Moreover, experimental results
for two given capacities 10,000 and 20,000 bits, are listed in
Tables III and IV, and our PSNR gains in average are at least
1.18 and 0.77 dB, respectively.

Among the four comparison methods, Luo et al.’s is a
typical PEE method which pursues the prediction accuracy
by designing a more accurate predictor. Sachnev et al.’s is a
hybrid PEE method using a sorting technique to preferentially
process the smooth pixels. Although the predictor is simple,
the sorting technique makes the data embedding more efficient
and hence Sachnev et al.’s method significantly outperforms
the typical PEE method of Luo et al.. Dragoi and Coltuc’s
method also utilizes a sorting technique. This method improves
the rhombus prediction by considering local gradients, and it is
slightly better than Sachnev et al.’s. Li et al.’s method utilizes
GAP for prediction, and mainly focuses on the performance
of very high capacity by embedding more bits into smooth
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Fig. 11. The 8-th Kodak image and its gray-scale histogram.

Fig. 12. Another 2D mapping for pairwise PEE, where T = 1.

pixels. Although employing a pixel selection technique, for
low capacity, their method usually yields a smaller PSNR than
Sachnev et al.’s. Typically, compared with Sachnev et al.’s
method, although the same predictor and a similar sorting
technique are utilized, our method is better by increasing
PSNR with 1.78 and 1.29 dB in average for a capacity of
10,000 and 20,000 bits (see Tables III and IV), respectively.
Our main advantage is the utilization of 2D PEH and pairwise
PEE.

To further verify the superiority of our method, another
experiment as shown in Fig. 8 is enforced on the Kodak image
database2 which contains 24 color images sized 512 × 768 or
768 × 512. For testing, the color images are transformed into
gray-scale. In Fig. 8, compared our method with Sachnev et
al.’s, the average PSNR gains are 1.34 and 1.50 dB for a
capacity of 10,000 and 20,000 bits, respectively. Compared
with Li et al.’s, the corresponding gains are 3.67 and 3.76 dB,
respectively.

In addition to the standard and Kodak images, we also
compare our method with Sachnev et al.’s and Li et al.’s
on a large-scale database BOSSbase v1.013 [45]. BOSSbase
contains 10,000 512 × 512 sized gray-scale images and has
been widely utilized in information hiding society nowadays.

2http://www.r0k.us/graphics/kodak/
3http://www.agents.cz/boss/BOSSFinal/

Fig. 13. 2D mapping for the conventional PEE with T = 2.

Figs. 9(a) and (c) give the histograms of PSNR gains, in which
the gain is calculated by subtracting Sachnev et al.’s PSNR
from ours, while Figs. 9(b) and (d) give the comparison with
Li et al.’s method. For the capacity of 10,000 bits, the average
PSNRs of Sachnev et al.’s, Li et al.’s and ours are 61.5,
59.98 and 63.08 dB, respectively. Thus, compared with these
two methods, the average PSNR gains are 1.58 and 3.1 dB,
respectively. For 20,000 bits, the corresponding average
PSNRs for the three methods are 58.34, 57.43 and 59.67
dB, respectively. And, our gains are 1.33 and 2.24 dB in this
case.

For the equal distortion rate, Fig. 10 plots the his-
togram of capacity gain by comparing our method with
Sachnev et al.’s on BOSSbase images. Here, for each image,
we calculate the capacities by using the two methods when
the PSNR of marked image is 55 dB. In this situation, our
method can embed 58,999 bits per image in average, while
Sachnev et al.’s can embed 40,545 bits. The capacity is
increased by 45.5% in average.

It is worth mentioning that pairwise PEE has a lot of
freedom in design, and various mappings based on 2D PEH
can be obtained. The proposed pairwise PEE is a generic
extension for the conventional PEE with the case of T = 1,
but may not be optimal. For example, for the 8-th Kadak
image, our PSNR is lower than that of Sachnev et al. for a
capacity of 10,000 bits (see Fig. 8 (a)). The image is textured
and contains a large number of boundary-valued pixels (see
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Fig. 14. Three 2D mappings for pairwise PEE with T = 2. (a) 2D mapping: M1. (b) 2D mapping: M2. (c) 2D mapping: M3.

Fig. 15. Performance comparison between pairwise PEE (with the mapping
in Fig. 3 and the three new mappings in Fig. 14) and Sachnev et al.’s method.

Fig. 11). To get a better performance on this image, we may
design another mapping shown in Fig. 12 for pairwise PEE.
Here, for simplicity, only the mapping for the first quarter
is plotted. By this new mapping, compared with the one in
Fig. 3, the PSNR can be increased from 57.63 to 57.96 dB for
a capacity of 10,000 bits. For the same capacity, the PSNR
of Sachnev et al.’s method is 57.98 dB. One can see that
the PSNR of this new mapping is comparable with that of
Sachnev et al.’s. In this light, we may conclude that a more
better RDH scheme can be obtained by designing an image-
dependent pairwise PEE.

So far, only the low capacity cases with T = 1 are
considered. In fact, by modifying the pixel values larger
than 1, higher capacities can be achieved in pairwise PEE
as well. Considering the case of T = 2, the conventional
PEE in terms of 2D mappings is plotted in Fig. 13. The
same idea described in Section II-C can be then applied to
the mapping shown in Fig. 13 to get better RDH schemes.
We discard the mapping direction with large distortion and
propose three new mappings for T = 2 as shown in Fig. 14.
Compared with the mapping in Fig. 3, these new ones

introduce larger distortion but higher capacities. The perfor-
mance comparison between pairwise PEE with different map-
pings and Sachnev et al.’s method, for Lena image, is plotted
in Fig. 15. One can observe that, by using the new mappings,
the capacity of pairwise PEE is enlarged, and a larger PSNR
over Sachnev et al.’s method is also derived for the case
of higher capacities. Moreover, for pairwise PEE, different
mappings may result in different performance. So, for a given
capacity, to get the best performance, one should adaptively
employ a specific mapping to maximize the PSNR. In this way,
referring to Fig. 16, pairwise PEE with adaptive 2D mapping
can improve Sachnev et al.’s method in an enlarged capacity
range. Here, only the four mappings shown in Figs. 3 and 14
are employed as candidates to optimize the pairwise
PEE.

As aforementioned, there exists many 2D mappings, and the
proposed ones are serval effective attempts for low capacities.
We remark that, finding the optimal 2D mapping for a given
capacity and providing a way to adaptively alternate 2D
mappings for different capacities would be a valuable work.
This is beyond the scope of this paper and would be done in
the future work.

V. CONCLUSION

In this paper, an efficient RDH scheme based on pairwise
PEE is proposed. The pairwise PEE is a novel reversible
mapping that utilizes the correlations among prediction-
errors. With the help of this type of correlations, the dis-
tortion can be controlled at a low level, and thereby the
proposed scheme outperforms some state-of-the-art RDH
algorithms.

So far, the proposed pairwise PEE is only designed for
simple cases that the modification to a pixel value is at
most 2. In fact, some other histogram modification strategies
for different designs of pairwise PEE could also be explored,
e.g., an image-dependent design or modify the pixel values
larger than 2. Such designs are expected to further reduce the
distortion or increase the capacity to achieve more better RDH
schemes. It is valuable to investigate this issue in the further
work.



5020 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 22, NO. 12, DECEMBER 2013

Fig. 16. Performance comparison between pairwise PEE with adaptive 2D mapping and Sachnev et al.’s method.
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